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Abstract
Fruitful academic collaborations have become increasingly more important for solving 
scientific problems, participating in research projects, and improving productivity. As 
such, frameworks for recommending suitable collaborators are attracting extensive atten-
tion from scholars. In an effort to improve on the current solutions, we have developed an 
approach that produces recommendations with better precision, recall, and accuracy. Our 
strategy is to comprehensively consider the similarity of both scholars’ research interests 
and their collaboration network topologies, leveraging the benefits of these two common 
similarity indicators into one unified collaborator recommendation framework. A Word-
2Vec model creates word embeddings of research interests, which solves the problem 
of calculating similarity solely based on co-occurrence, not context, while a Node2Vec 
model automatically extracts and learns the topological features of a co-authorship net-
work, moving beyond just local features to capture global network features as well. Then 
the CombMNZ method is used to fuse the results of the two similarity measures. A ranked 
collaborator list is then generated to recommend potential collaborators to the target schol-
ars. The workings of the framework and its benefits are demonstrated through a case study 
on academics in the field of intelligent driving and a comparison with the three baselines: 
Random Walk with Restart (RWR), Latent Dirichlet Allocation (LDA), and Researcher’s 
Interest Variation with Time (RIVT). Our framework should be of benefit to academics, 
research centers, and private-enterprise R&D managers who are seeking partners. We hope 
that, through the framework’s recommendations, collaborators will form strong partner-
ships and be able to achieve the ultimate goal of completing research projects, solving sci-
entific problems, and promoting discipline development and progress.
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Introduction

As scientific endeavors become more complex and more comprehensive, academic col-
laborations have gradually become the primary means of conducting scientific research. 
Thus, the scale and scope of academic collaborations has burgeoned with the rapid devel-
opment of scientific activity (Merton, 1973; Earlier work by Ziman, 1994). Academic col-
laboration means establishing a joint research team of scholars to exchange knowledge, 
share resources, and, hopefully, use the power of new and different perspectives to generate 
thinking that is greater than the sum of its parts. The ultimate goal, of course, is to suc-
cessfully complete research projects, find high-quality solutions to scientific problems with 
greater efficiency, and to contribute to the development and progress of an entire field. As 
Guns and Rousseau (2014) state, academic collaboration helps to improve the efficiency of 
scientific inquiry and research output (see also Abramo et al., 2009; Tang, 2013). In this 
vein, scholars and scientists, just like the professionals in any sector, typically aspire to col-
laborate with researchers of the highest-level possible in their field.

In the late 1990s, Melin (2000) conducted a survey to determine the main factors influ-
encing the decision to collaborate with one scholar over another. What the results show is 
that possessing special skills and owning unique data or equipment are primary considera-
tions for scholars in academic collaboration. Some of the recent studies have considered 
the research interests of scholars. For instance, Gang et  al. (2015) point out that having 
similar research interests is an indispensable and intrinsic motivation promoting the col-
laboration of scholars. Cooperation with high-level scholars can effectively reduce the cost 
of research and improve the efficiency and quality of the research that is done (Lab & Tol-
lison, 2000).

From the perspective of research results, the co-authorship network is one of the most 
significant manifestations of academic collaboration. In a co-authorship network, the nodes 
represent authors and the links represent co-author relationships. As such, co-authorship 
networks impart a great deal of information about scientific collaboration, and so they have 
been widely used in associated thematic fields. For example, they have been used to ana-
lyze author collaboration structures, discover scientific research communities, and discuss 
interdisciplinary relations. They have also been used in systems to recommend potential 
academic collaborators (Abramo et  al., 2012; Guns & Rousseau, 2014). Therefore, the 
recommendation framework presented in this article mainly focuses on the similarities 
between scholars’ research interests and the topologies of the co-authorship networks they 
belong to.

Existing systems generally fall into two categories: collaborator recommendations based 
on similar research interests (Kong et al., 2017) and collaborator recommendations based 
on the structure of co-authorship networks (Dong et al., 2013; Pham et al., 2011). Frame-
works based on similar research interests mostly use scholars’ published papers as a data 
source with a term frequency-inverse document frequency (TF-IDF) topic model as the 
method used to extract the scholars’ research interests in the form of keywords and subject 
terms. Additionally, all these methods use a bag-of-words model to represent the thesis of 
the document. Yet a bag-of-words cannot and does not reflect the order, semantics, and 
syntactic relations of a document. Another problem with this approach is that the content 
of the document is represented with high-dimensional sparse vectors, so problems with 
computational complexity arise as the amount of data increases (Li et al., 2018a, 2018b; 
Wang et al., 2016). The frameworks based on the structure of co-authorship networks gen-
erally calculate similarity through the network’s topological features using indicators like 
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the common neighbor index, the restart random walk index, the local path index, and so on. 
However, these indicators mostly represent the network using a discrete adjacency matrix. 
Yet the high dimensionality and sparseness of the matrix means that issues with computa-
tional efficiency can arise. Further, existing studies only consider the first-order adjacency 
relationships between nodes; they ignore the network’s more complicated higher-order 
structural relationships, such as pathways and frequent substructures (Li et al., 2017).

To address these issues, our framework takes both the scholars’ research interests and 
their co-authorship network structures into account. The framework, which combines both 
word and network embeddings, produces collaborator recommendations through three 
main steps: (1) the research interests of scholars are extracted from a corpus of articles 
with the Word2Vec model, then the similarity between scholars’ interests is calculated in 
terms of cosine distance; (2) a co-authorship network is constructed, then the similarities 
between topological features are extracted and calculated with the Node2Vec model; and 
(3) the results of both similarity measures are integrated using the CombMNZ method and 
sorted according to a final similarity score to produce a ranked list of recommendations.

To verify the effectiveness and efficiency of our framework, we conducted an empirical 
analysis on the field of intelligent driving and compared the results with three single-fea-
ture models for finding potential collaborators. The results show our recommendations are 
more accurate, have a recall rate and have a higher F1 score. Notably, the approach can be 
applied to a range of fields/sectors/industries with little to no modifications, and the results 
can provide useful insights and recommendations to academics, research centers, and pri-
vate sector R&D managers.

The remainder of this paper is organized as follows. Section 2 contains a review of work 
related to the recommendation for academic collaborators. The details of our proposed 
model are presented in Sect. 3. The empirical study and results are given in Sect. 4. Sec-
tion 5 offers our conclusions, the limitations of this research, and avenues for future study.

Related works

Recommending collaborators with similar research interests

Researchers have explored many different ways of improving the accuracy of collabora-
tion recommendations. Among these methods, recommendations based on similar research 
interests is the mainstream. These studies usually revolve around text mining techniques, 
using titles, abstracts, and keywords to extract authors’ research interests. Text matching is 
also used to recommend scholars with similar research interests.

In early studies on general recommender systems, a scholar’s research interests were 
mainly captured by extracting salient terms and phrases from a dataset. Balabanovic and  
Shoham (1997), for example, extracted 100 important keywords from web pages and 
used them as recommendation results for those searching for similar content. The next 
main advancement came with feature weighting through techniques such as TF-IDF, i.e., 
determining the importance of particular words and weighting them accordingly (Taşcı 
& Güngör, 2013; Ping & De-Gen, 2016). However, due to the ambiguity of natural lan-
guage (synonyms, polysemy, etc.), comparing scholars based on keywords does not always 
accurately reflect the actual similarity of the researchers’ academic interests.  Topic models 
are credited with solving some of these ambiguity problems and also for raising general 
interest in feature extraction. One representative approach to topic modeling is LDA, which 
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involves constructing a three-layer Bayesian model to discover hidden topic structures 
in large document collections (Blei et al., 2008). Due to its advantages, researchers have 
widely employed LDA models to mine and extract the features of scholars’ research inter-
ests. This approach substantially improves the accuracy of the recommendations (Kong 
et al., 2017; Weng et al., 2010). Along these lines, Mimno and McCallum (2007) proposed 
a novel topic model called Author-Persona-Topic (APT). In this model, each author can 
write under one or more “personas”, which are represented as independent distributions 
over hidden topics. Kawamae (2010) presented the Latent Interest Topic model (LIT), 
which introduces a latent variable into each document and each author layer in a coherent 
generative model. Rosen-Zvi et al. (2010) proposed a new unsupervised learning technique 
for extracting information about authors and topics from large text collections. Considering 
that a scholar’s research interests will generally change over time, Xu et al. (2014) devised 
the Author-Topic over Time (AToT) model. Pradhan et al. (2020) proposed the Research-
er’s Interest Variation with Time, which gives more weight to recently published papers 
in order to capture the current areas of interest of the researcher. However, as mentioned, 
all these models treat the documents as a bag-of-words and assume that words occur inde-
pendently without considering the contextual semantics of the document, so the resulting 
recommendations cannot be completely reliable.

The Word2Vec model excels at resolving the abovementioned issues. It is an efficient 
word embedding technique that can learn the semantics of terms in a context and can pro-
duce a dense low-dimensional vector for each word. It has been proven to capture pre-
cise syntactic and semantic word relationships and form high-quality word vectors from 
massive unstructured text-based datasets (Mikolov et al., 2013a, 2013b). The power of the 
Word2Vec model has made it a hugely successful solution to many document classifica-
tion, topic extraction, and clustering problems. For example, Li et al., (2018a, 2018b) pro-
posed a novel clustering model combining LDA and Word2Vec that yields highly accurate 
results when clustering article abstracts. Zhang et  al. (2018) combined Word2Vec with 
k-kernel clustering to produce a new method of topic extraction. Lilleberg et  al. (2015) 
proposed a novel text classification model that integrates Word2Vec and semantic features 
with support vector machine (SVM). These applications verify that the Word2Vec model 
has more advantages than topic models, TF-IDF, and so on.

Word2Vec also paves the way for applications that can recommend academic collabo-
rators. On these grounds, we applied the Word2Vec model to extract more finely-grained 
features representing the research interests of scholars in our framework to improve the 
accuracy of the recommendations.

Recommending collaborators with similar network topology

Among the network analysis approaches to collaborator recommendation, co-authorship 
prediction is an important line of work. In this field, many different similarity indicators 
have been explored to analyze and predict which candidate collaborations are likely to have 
the most potential for success (Zhang et al., 2015). The types fall into two main categories: 
one based on node attributes, the other on network topology.

Node indicators reflect characteristics like the researcher’s affiliation, geographic 
location, etc. Recommendations are made by calculating the similarity of these features 
between pairs of scholars (Gollapalli et al., 2012; Shibata et al., 2012). For example, Liben-
Nowell & Kleinberg (2007) constructed a co-authorship network in the field of physics, 
and then used the paper title, institution, and geographic location features to recommend 
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collaborators. However, like all information science methods, these approaches have some 
limitations. First, node attribute information is often difficult to obtain and, second, once 
obtained, relevant attributes need to be filtered from irrelevant attributes. Determining 
which attributes are relevant is one part of this problem, and how to filter them is the other.

With the development of complex networks, link prediction methods have been widely 
employed to forecast links between authors that might appear in future—these future links 
being potential academic partners (Lv et al., 2010). For example, Kong et al. (2017) used a 
RWR indicator to measure the academic impact of researchers in a co-authorship network. 
Xia et al. (2014), also using a RWR model, considered three academic factors to determine 
the importance of each link in a social network: co-author order, most recent collaboration 
date, and the number of joint papers published. Pradhan and Pal (2020) introduced a multi-
level fusion-based model for collaborator recommendation and employed an RWR model 
to recommend the top N collaborators. These studies have greatly improved the accuracy 
of recommendations; however, the efficacy of all these indicators mainly depends on man-
ual design and selection. Yet, practically speaking, extracting topological features should 
be an automatic process. In addition, these indicators can only extract the local structural 
features around a node; accurately extracting global structures is still a complicated task.

Like Word2Vec does with phrases and sentences, Node2Vec is able to transform net-
work structures into a low-dimensional vector space and then calculate the semantic con-
nections between nodes while effectively preserving the global network structure (Peng 
et  al., 2018). Also, like Word2Vec, Node2Vec’s clear advantages over other models has 
seen it applied to a wide variety of tasks. For example, Deepika et al. (2018) introduced 
Node2Vec as a model for predicting the contraindications between drugs, proving it per-
formed better than a basic classifier. Hu et al. (2019) used Node2Vec to detect communities 
in a complex network, demonstrating the advantages of the model in learning the topo-
logical features of nodes, while Kazemi and Abhari (2020) applied Node2Vec to feature 
extraction from the scientific literature. In the related research of recommender system, 
Chen et al. (2017) put forward an improved spectral clustering-based collaborative filter-
ing framework based on the Node2Vec algorithm. The framework overcomes the sparsity 
and efficiency challenges encountered by traditional recommendation methods. Liu et al. 
(2020) proposed a deep learning-enhanced framework for implicit feedback recommenda-
tion. They also learned new distributed representations of users and items via Node2Vec 
to improve their negative sampling strategy. These applications not only verify that the 
Node2Vec model has distinct advantages in network analysis but also that it could be used 
to build a solid application for recommending academic collaborators. Thus, we selected 
Node2Vec as our method of automatically extracting the topological features from co-
authorship networks for subsequent similarity calculations.

Methodology

The recommendation framework for academic collaborators proposed in this paper is based 
on word embedding and a network embedding model. It comprises four main steps: (1) 
data acquisition and preprocessing; (2) using Word2Vec to train word vectors and measure 
the similarity of research interests between scholars; (3) using Node2Vec to train the node 
vectors and measure the similarity of network topological features between scholars; and 
(4) using the CombMNZ model to integrate the above results to form an appropriate aca-
demic collaborator recommendation list. The validity of the model in this paper is verified 
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by comparative analysis with other models. An overview of the framework is provided in 
Fig. 1.

Data acquisition and preprocessing

This step involves retrieving and downloading academic articles from the Web of Science 
database and performing data preprocessing on academic information contained in the arti-
cles, such as the scholar’s research interests and co-authorship relationships. We use pro-
fessional desktop text mining software VantagePoint1 to extract key features such as the 
author, year of publication, title, and abstract. With a raw dataset of terms assembled, the 
subsequent data preprocessing procedure cleans the terms and disambiguates the author 
names in two separate steps.

The purpose of cleaning the terms is to extract the terms that most intuitively express 
the academic interests of the authors; these are the “core” terms. The procedure is as fol-
lows. First, the title and abstract fields are merged, and VantagePoint performs word seg-
mentation. Noise is then removed, and synonyms are merged with a term clumping pro-
cess based on a fuzzy semantic matching algorithm developed by Zhang et al. (2014). We 
extracted the terms and phrases that appeared more than six times for further analysis, and 

Fig. 1  Analytical framework

1 https:// www. theva ntage point. com/.

https://www.thevantagepoint.com/
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deleted the general and irrelevant terms, such as development, methods, significant, etc. 
The final culled list forms the vocabulary of core terms.

Non-standardized scholar names, such as abbreviated initials and full first names can 
reduce the reliability and accuracy of the final recommendations given. Therefore, clean-
ing and disambiguating the scholar names was essential. Considering that the probability 
of two persons with the same name working at the same institution is much smaller than 
the probability two people with the same name at different institutions, we cleaned the 
names of scholars by institution. First, we matched scholars by research institution and then 
constructed a correspondence matrix between the scholars and the research institutions. 
The fuzzy matching algorithm in VantagePoint then merged similar names followed by a 
manual judgment process to make the final merges and selections.

Research interest similarity

Step two is a two-stage process. First, the research interests of the scholars need to be 
extracted from the corpus of articles, then the cosine similarity of interests between pair-
wise scholars needs to be calculated.

Interest mining with Word2Vec

Word2Vec focuses on sequential combinations of words in a corpus and exploits the idea 
of neural networks to train a language model that maps each word to a vector. Word2Vec 
includes two model options for updating parameters to suit different situations (Mikolov 
et al., 2013a). The Skip-gram model is based on a sliding window scheme, where each tar-
get term is used to predict the surrounding words. Conversely, the CBOW model uses the 
surrounding words to predict the target word. For our purposes, the training procedure in 
Skip-gram produces a more accurate result.

Following Mikolov et al. (2013b), the main objective of Skip-gram model is to maxi-
mize the average logarithmic conditional probability Pt.

where i is the size of the sliding window, wj−d and wj+d are the first and last words of the 
target word wj , and m represents the total number of words in a given corpus. A softmax 
function is used to formulate the probability Pr

(
wj+d|wj

)
 as follows:

where vT
w
 represents the transpose of each word vector in the corpus, and N is the total 

number of words in the corpus.
To reduce the cost of calculating the word vectors and to accelerate vector learning, 

Mikolov et al. (2013b) use a negative sampling method. The basic idea is to maximize the 
joint probability of the positive and negative samples, which means the average logarith-
mic conditional probability becomes:

(1)Pt =
1

m

m∑

j=1

∑

−i≤d≤i

log Pr
(
wj+d|wj

)

(2)Pr
�
wj+d�wj

�
=

exp
�
vT
j+d

∗ vj

�

∑N

w=1
exp

�
vT
w
⋅ vj

�
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where i . is the number of negative samples, and N
(
w� ∼ wj+d

)
 denotes the negative sam-

ple collection of context word wj+d . The optimization is performed via stochastic gradient 
descent, and the gradients are calculated using backpropagation neural networks.

The next step is to produce accurate eigenvectors othe scholars’ research interests. 
Specifically, given a series of documents D =

{
d1, d2,… , dn

}
 with a vocabulary of N 

words 
{
w1,w2,… ,wn

}
, the Word2Vec model maps each word in the vocabulary to a 

fixed-length vector 
{
v(w1), v

(
w2

)
,… , v

(
wn

)}
 based on the co-occurrence relationship 

between the documents and words. The document vector v
(
di
)
 is then calculated by add-

ing each word vector as follows:

where m represents the number of words in the document.
The author vector v

(
ci
)
 is then computed by adding each document vector according 

to the co-occurrence relationships between documents and authors as follows:

where n is the number of documents written by the author.

Calculating cosine similarity

With the fixed-dimension feature vectors of the research interests generated, the next 
step is to calculate the similarity of interests between researchers. Of the many methods 
of measuring similarity, we chose the popular and widely-used cosine similarity index, 
which is identified to be one of the best metrics for similarity calculations and more 
suitable for processing high-dimensional data (Dehak et al., 2011), formulated as

where the vector of author A is (a1, a2, a3, a4,…, am), and the vector of author B is (b1, b2, 
b3, b4,…, bm).

Topological similarity

Calculating topological similarity follows a similar procedure: generate vectors and 
construct a co-authorship network through the Node2Vec model, then calculate the top-
ological similarities between scholars in terms of cosine distance.

(3)Pt =
1

m

m∑

j=1

∑

−i≤d≤i

log �
(
xj+d ⋅ xj

)
+ k ⋅ N

(
w� ∼ wj+d

)
⋅ log �

(
x� ⋅ xj

)

(4)v
(
di
)
=

m∑

n=1

v
(
wn

)

(5)v
(
ci
)
=

n∑

i=1

v
(
di
)

(6)sim(A,B) = cos (A,B) =
A ⋅ B

AB
=

∑m

j=1
ajbj

�∑m

j=1
a2
j
∗
�∑m

j=1
b2
j
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Topology mining with Node2Vec

Building a co-authorship network is a simple process of mapping the links between the 
co-authors of the articles in the dataset. But mining network structure for author rec-
ommendations involves predicting whether a pair of nodes should be linked based on 
one or more similarity indicators. Common indicators include the common neighbor 
index, Random Walk with Restart, and the local path index. However, as mentioned in 
the literature review, the features of these similarity indicators need to be designed and 
defined manually, and they are probably not applicable to a random situation. Further, 
they can only measure local structures. Our solution to these problems is to replace the 
traditional indicators with a network embedding technique, i.e., Node2Vec, which maps 
the co-authors (nodes) to a low-dimensional feature space. This method has been proven 
to maximize the likelihood of preserving network neighborhoods (Cui et al., 2018).

The Node2Vec model adopts a second-order random walk strategy to sample the 
neighborhood nodes—an approach that smoothly interpolates between breadth-first 
sampling and depth-first sampling. To capture the adjacency attributes of node neigh-
borhoods, breadth-first sampling generally takes samples from around the initial nodes, 
while depth-first sampling tends to sample nodes with similar network structures that 
are farther away (Grover & Leskovec, 2016). Therefore, Node2Vec is able to learn the 
node embedding representations within the same network community and node embed-
ding representations with similar structural features. As shown in Fig. 2, if the number 
of nodes sampled is set to 3, then breadth-first sampling will sample the node sequence 
 s1,  s2,  s3, and depth-first sampling will sample the node sequence  s4,  s5,  s6.

To use an analogy with Word2Vec, the Node2Vec model regards a node as a word 
and regards the random paths it generates as a sentence. Thus, the neighbor(hood) of a 
node can be thought of as its context. The Skip-gram model is motivated by this idea, 
and, like Word2Vec, Node2Vec also uses Skip-gram to learn the node representations 
but with an architecture extended to suit networks (Grover & Leskovec, 2016).

The main objective of Node2Vec is to maximize the log-probability of the neighbors 
of node n in the node sequence:

where f (n) is the current representation of n , and Nm(n) is a network neighborhood of node 
n generated through the neighborhood sampling strategy m.

To ensure the optimization problem is tractable, Grover and Leskovec (2016) defined 
a formula for Pt based on the assumptions of conditional independence and a symmetri-
cal feature space:

(7)Pt =
∑

n∈V

logP
(
Nm(n)|f (n)

)

Fig. 2  The different search 
strategies of BFS and DFS from 
the initial node u (Grover & 
Leskovec, 2016)



6796 Scientometrics (2022) 127:6787–6808

1 3

where Eu =
∑
n∈V

exp(f (n) ∗ f (v)) . To reduce the complexity of model training, negative 

sampling technique and stochastic gradient ascent method are used for model optimization 
(Mikolov et al., 2013b).

The process of acquiring the features of scholars’ network topology begins by taking a 
co-authorship network G = (V ,E) as input. After running the Node2Vec model, we have an 
n∗�matrixNraw representing a focus author’s network topology features, where n denotes 
the number of nodes, � is the parameter that determines the dimension of the node’s vector 
representation, and the final output is Nraw =

{
v1, v2,… , vn

}T.

Calculating cosine similarity

Calculating the cosine similarity between the network topological features of each scholar 
follows the same basic principles as described in Sect. 3.2.2. Using the authors M and N 
as an example, where the vector of author M is (m1, m2, m3, m4,…, mt) and the vector of 
author N is (n1, n2, n3, n4,…, nt), the equation for calculating the cosine similarity between 
the authors is

Recommendations with CombMNZ

The goal in this stage is to integrate the two similarities and rank the candidate collabora-
tors from high to low according to their similarity. Typical data fusion algorithms are either 
score-based or rank-based (Donald & Saari, 1999; Edward & Joseph, 1994). We opted for a 
score-based algorithm, more specifically CombMNZ (Macdonala & Ounis, 2008) because 
it is the most widely used in the field of recommendation.

To fuse the similarity results with CombMNZ in a fair way, the dimensions of each 
similarity measure first need to be standardized, as shown in Eq. (10):

where  scoremin denotes the lowest number of dimensions across the two values, and 
 scoremax is the highest. Following Eunice et al. (2016), the CombMNZ calculation is then

where n(j,w) denotes the number of times scholar j appears in the score w of each dimen-
sion, scorenormal

(
j,wn

)
 denotes the standardized score of the scholar in the wn item ( wn ≤ 2), 

and mn denotes the weight of each dimension derived with a greedy strategy. On this basis 

(8)Pt =
∑

n∈V

[
− logEu +

∑

u∈Nm(n)

f (u)∗f (n)

]

(9)sim(M,N) = cos (M,N) =
M ⋅ N

MN
=

∑t

j=1
mjnj

�∑t

j=1
n2
j
∗
�∑t

j=1
n2
j

(10)Scorenormal =
score − scoremin

scoremax − scoremin

(11)Scorecombmnz = n(j,w) ∗

N∑

n=1

mn ∗ scorenormal

(
j,wn

)
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and according to the rankings on the recommendation list, scholars who have not cooper-
ated before are recommended.

The assessment metrics

To verify the performance of our recommendation framework, we conducted extensive 
experiments following the measurement method proposed by Xia et  al. (2014). In sum-
mary, we used precision, recall, and F1 as our evaluation metrics to make for an easy com-
parison with other contemporary methods. The calculation formulas for each evaluation 
index were:

Given a recommendation from the testing set: A is the number of recommended schol-
ars that have collaborated.B is the number of recommended scholars that have not collabo-
rated. C is the number of scholars who have not been recommended but have collaborated.

Case study

To verify the efficacy of our framework and to showcase its benefits, we selected the field 
of intelligent driving as a case study. This is an area of research that is highly anticipated to 
be one of the next hot development trends in automotive engineering.

Sections 4.1 through 4.4 outline the experimental settings for each of the four main steps 
of the framework, along with the observations made at each step to validate the intermedi-
ate results. Section 4.5 provides a comparison of our overall recommendations with two of 
the most commonly used methods and a novel method: RWR, LDA and RIVT.

Data collection and preprocessing

To assemble our corpus, we retrieved papers published between 2010 and 2018 from the 
Web of Science database using a search strategy drawn from Kwon et al. (2019) as follows:

TS = (((Self-driving or autonomous or driverless) near/4 (transport* or car or motor-
car or vehicle or automobile or aircraft or airplane or aeroplane))) or TS = (((drone near/2 
autonomous) or (uav near/4 autonomous))) or TS = ((robot* near/1 (transport* or mobile 
or car or motorcar or vehicle or automobile or aircraft or airplane or aeroplane)) AND 
(autonomous or self-driving or driverless)) or TS = (“autonomous driv*”) or TS = (((robot* 
near/1 (transport* or mobile or car or motorcar or vehicle or automobile or aircraft or air-
plane or aeroplane)) OR (drone or uav)) AND (path or planning or planner or plan)) or 
TS = (((robot* near/1 (transport* or mobile or car or motorcar or vehicle or automobile or 

(12)Precision =
A

A + B

(13)Recall =
A

A + C

(14)F1 =
2 ∗ (Precision ∗ Recall)

(Precision + Recall)
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aircraft or airplane or aeroplane)) OR (drone or uav)) AND (2D or 2-D or 3D or 3-D or 
map or localization or tracking or navigat* or obstacle or avoid*)).

The search returned 36,433 records. NLP preprocessing with VantagePoint yielded 
8,637 core terms and phrases that appeared in six or more records. Outstanding scientists 
were defined as those who had published N or more papers—a criteria put forward by 
Price (1963). Formally, the calculation is N = 0.749

(
�max

)1∕2 , where �max is the highest 
number of papers published by any author in the dataset. Thus, we selected 813 researchers 
with five or more publications for future analysis.

We then selected data from 2010 to 2013 to complete the remaining three main steps of 
the recommendation framework (Sects. 4.2–4.4), along with the observations made at each 
step to validate the results. To further verify the quality of recommendations (Sect. 4.5), we 
first divided the publications into a training set and a test set by year, while trying to ensure 
the ratios chosen were integer ratios if possible. When taking 2013 as the cut-off point, 
we found that the ratio of training set and test set is almost 3:7. Therefore, we divided 
the 2010–2013 data into a training set containing 10,042 papers. 813 outstanding scholars 
were selected as the research objects. Hence, the constructed co-authorship network con-
tained 813 nodes and 2,939 edges. The data from 2014 to 2018 was used as the test set. 
It contained 26,404 papers with co-authorship network containing 3,515 edges, of which 
3,393 edges were newly formed collaboration relations and 122 edges reflected previous 
collaborations.

With this set, we compared the three baselines: RWR, LDA, and RIVT. RWR is coupled 
with a topological model. LDA discovers hidden topic structures in large document collec-
tions, which greatly improves the accuracy of the recommendations and has become one 
of the representative methods for collaborator recommendation (Blei et  al., 2008; Kong 
et al., 2017; Weng et al., 2010). RIVT is a novel model for analyzing the distribution of 
authors’ research interests. It adds a weighted vector to the topic distribution after LDA is 
performed (see Pradhan et al., 2020, for a more detailed description of the algorithm).

Constructing the network of research interests with Word2Vec

As mentioned, we selected data from 2010 to 2013 to construct the training network of 
research interests with Word2Vec. The model’s parameters were all default parameters. We 
then generated the research interest vectors for all scholars based on the co-occurrence of 
core terms and documents, and the co-occurrence of documents and scholars. Equation (6) 
subsequently gave us an 813 × 813 symmetrical similarity matrix of research interests. 
Lopez-Franco Michel and Anonymous had the least similar at 0.881717. The mean value, 
median, and standard deviation values were 0.988698, 0.990406 and 0.00757, respectively.

We plotted the author similarity network using the ITGInsight tool (Wang et al., 2021). 
Figure 3 shows part of the author similarity network. Here, the size of the node represents 
the number of published papers for each scholar, and the thickness of the lines indicates the 
degree of similarity between the scholars’ research interests.

Taking Sukhatme Gaurav S as an example (center far right), we find that the three 
authors with the most similar research interest to his are Hover Franz, Hollinger Geoffrey 
A, and Smith Ryan N, in that order. To verify the validity of these similarity scores, we 
conducted a manual analysis under the guidance of domain experts and found overlaps 
in several areas of their research, including underwater inspection, sensor networks, and 
ocean monitoring. In robotic sensor networks, underwater inspection, and underwater 



6799Scientometrics (2022) 127:6787–6808 

1 3

vehicles, Sukhatme and Hollinger have jointly published about nine papers. Smith and 
Sukhatme have collaborated on underwater vehicles, particularly using ocean models, 
monitoring, prediction and tracking (Smith et al., 2011). Further, Hover mainly focus on 
robotic sensor networks, underwater data collection, and underwater inspections (Hollinger 
et al., 2011). Notably, Sukhatme, Hover and Hollinger have co-authored several papers on 
data collection using robotic sensor networks. Thus, there is no question that these authors 
share highly similar research interests (Hollinger et al., 2012) confirming the accuracy of 
the similarity calculations.

Constructing the co‑authorship network with Node2Vec

In this section, we selected data from 2010 to 2013 to construct the co-authorship net-
work with Node2Vec. The parameter settings for the Node2Vec model were all default 
settings. Equation (9) yielded the 813 × 813 topology matrix of cosine similarity between 
scholars, which was again symmetrical. Anvar Amir and Lu Tien-Fu shared the greatest 
similarity (0.999954), and Paley Derek A and Ramos Fabio had the least (0.000181). The 
mean, median, and standard deviation values were 0.485076, 0.455575, and 0.174119, 
respectively.

Figure 4 shows part of the author similarity network. The size of nodes indicates the 
number of collaborators associated with that scholar. The thickness of the lines represents 
the degree of similarity between the two connected scholars.

Fig. 3  The similarity network of research interests
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With the help of domain experts, we found three kinds of positional relationships 
between researchers in this co-authorship network. Take Burgard Wolfram’s cohort (lower 
left) as an example, and particularly Grisetti Giorgio, Stachniss Cyrill, and Petrovic Ivan, 
who are the three scholars with the highest similarity to Burgard in Fig. 4. Burgard, Petro-
vic and Grisetti are directly linked, which means they have collaborated on at least one 
paper. This is the first kind of positional relationship. Second, Burgard and Stachniss 
belong to different clusters in the network. Third, Burgard and Stachniss are connected 
through a common neighbor. These three positional relationships, especially the second, 
confirm that the network embedding method is able to capture global network topological 
factors, making up for the limitation of only considering common neighbors or paths.

Ranking the candidate collaborators with CombMNZ

As a preliminary assessment of the framework’s ability to make appropriate recommenda-
tions, we randomly selected Caiti, Andrea as the target scholar and generated a list of the 
20 scholars with the most similar research interests to hers, as shown in Table 1. Likewise, 
Table 2 shows the 20 scholars with the greatest topological similarity.

Using the CombMNZ method to integrate the two similarity indexes, we generated a 
final list of recommendations. The top-10 ranked candidates are shown in Table 3.

Fig. 4  The co-authorship network showing the topological similarities between scholars
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An in-depth manual review of Caiti’s academic background shows these recommenda-
tions to be appropriate. For example, Munafo and Caiti have overlapping interests in auton-
omous underwater vehicles, underwater acoustic network, mobile sensor networks, distrib-
uted algorithms, and more, and have both published many influential papers. In addition, 

Table 1  The 20 scholars with the most similar research interests

Rank Scholar Similarity Rank Scholar Similarity

1 Munafo, Andrea 0.999905 11 Anvar, Amir 0.997159
2 Calabro, Vincenzo 0.999804 12 Chitre, Mandar 0.997148
3 Casalino, Giuseppe 0.997896 13 Sousa, Joao 0.997059
4 Cruz, Nuno A 0.997686 14 Matos, Anibal C 0.997055
5 Kremer, Ulrich 0.997479 15 Ridao, P 0.996889
6 Sukhatme, Gaurav S 0.997464 16 Smith, Ryan N 0.996855
7 Sousa, J B 0.997415 17 Singh, Hanumant 0.996695
8 Woithe, Hans Christian 0.997280 18 Hover, Franz 0.996684
9 Ament, Christoph 0.997275 19 Seto, Mae 0.996661
10 Hover, Franz S 0.997253 20 Wietfeld, Christian 0.996630

Table 2  The 20 scholars with greatest topological similarity

Rank Scholar Similarity Rank Scholar Similarity

1 Munafo, Andrea 0.995798 11 Sukhatme, Gaurav S 0.744630
2 Casalino, Giuseppe 0.995695 12 Lee, Dongjun 0.736304
3 Calabro, Vincenzo 0.995351 13 Giordano, Paolo Robuffo 0.726276
4 Birk, Andreas 0.990512 14 Mitra, Urbashi 0.714087
5 Aguiar, A Pedro 0.939023 15 Isler, Volkan 0.713870
6 Antonelli, Gianluca 0.923837 16 Grabe, Volker 0.712004
7 Chiaverini, Stefano 0.880891 17 Jones, Burton H 0.705787
8 Arrichiello, Filippo 0.873056 18 Oriolo, Giuseppe 0.700646
9 Buelthoff, Heinrich H 0.750107 19 Hollinger, Geoffrey A 0.699834
10 Franchi, Antonio 0.746333 20 Chao, Yi 0.690461

Table 3  The top 10 
recommended collaborators for 
Roland Siegwart based on the 
2010–2013 dataset

No Recommended collaborator

1 Munafo, Andrea
2 Calabro, Vincenzo
3 Casalino, Giuseppe
4 Birk, Andreas
5 Antonelli, Gianluca
6 Arrichiello, Filippo
7 Aguiar, A Pedro
8 Chiaverini, Stefano
9 Sukhatme, Gaurav S
10 Jones, Burton H
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both scholars often attend the IEEE OCEANS Conference. Similarly, the research interests 
of Arrichiello mainly include cooperative caging, autonomous aquatic surface vehicles, 
multi-robot systems, underwater robots, mobile robots, etc., which closely match Caiti’s. 
They both work at universities in Italy and have published papers together on the mobile 
underwater sonar technology in the following years. Based on this analysis, it is reasonable 
to conclude that the framework can recommend realistic and fruitful collaborations.

Comparative evaluations

From the literature, we found three methods for collaborator recommendations, among 
which the LDA model makes recommendations based on the features of scholars’ simi-
lar research interests, the RIVT is a novel model for analyzing the distribution of authors’ 
research interests, and the RWR model makes recommendations based on the features of 
network topology. As described above, to compare the quality of recommendations pro-
duced by these one-feature approaches with those of our framework, we use precision, 
recall, and F1 scores as the three assessment metrics. These are outlined next.

To assess the effectiveness of the framework as a collaborator recommendation tool, we 
randomly selected 20 target scholars in the test set and explored scholars who may collabo-
rate with them in the future, i.e., potential authors they have never cooperated with. The 
results are given in Figs. 5, 6, and 7.

From Fig.  5, we can see that the precision of our method and RWR show a similar 
downwards trend as the recommendation list increases, while RIVT and LDA show a 
small upward trend. Our method had the highest precision, followed by RWR, then RIVT, 
and finally LDA. Because precision reflects how many of the recommendations to the 
target scholar are already collaborators, it is clear that our method does provide superior 
recommendations.

Fig. 5  Precision
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The recall curves in Fig. 6 for the four models all show an upward trend as the list 
of recommendations increases. As with precision, our framework had the highest recall 
rate, followed by RWR, then RIVT, and finally LDA. Recall is a measure of accuracy, 
essentially reflecting the probability of an efficient recommendation. Hence, these 
results confirm that our framework generates more accurate recommendations than the 
other two methods.

Fig. 6  Recall

Fig. 7  F1 Score
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Figure 7 shows that the curve of RWR starts to decline with the increase of the number 
of recommended authors, while the curve of RIVT rises slowly. When the number of rec-
ommended authors is greater than 20, the curve of our model and the curve of LDA start to 
drop. F1 scores integrate Precision and Recall into one metric as a reflection of efficiency 
and accuracy. These results again emphasize the advantages of our approach.

Overall, we find that our framework makes higher quality recommendations than the 
three current benchmark solutions. More specifically, we drew the following insights from 
this analysis:

(1) Fusing similarity indicators based on research interests and topological structures sig-
nificantly increased the quality of the recommendations.

(2) The Word2Vec method solved the problems of a lack of context and the scalability 
issues associated with traditional text mining technologies.

(3) The Node2Vec method removed the need to manually design and define indicators, sav-
ing on manpower and producing recommendations based on global network features.

Conclusion

The ability of a single researcher to predict the new and unknown grows increasingly dif-
ficult as the complexity of research activities and the junction of disciplines becomes more 
apparent. Thus, in today’s academic world, collaborations have become part and parcel of 
solving technical problems, increasing research efficiency, and improving output quality. 
Therefore, recommender systems for academic collaborations have become an important 
topic of interest. To date, two main strategies have been developed: one based on similar 
research interests, the other on network topological similarity. However, with the advent 
of the academic big data era, recommendation strategies become increasingly difficult 
(George et  al., 2014). The growing number and extent of authors, publications, journals 
and other scholarly entities, compounded by the changing scholar relationships, challenge 
the ability to consider enough information to produce high-quality recommendations.

To produce higher quality recommendations, we developed a unified framework for rec-
ommending academic collaborators that combines similarity based on research interests 
and similarity based on topology, leveraging both types of indicators through word embed-
ding and network embedding. The Word2Vec model (Le & Mikolov, 2014; Mikolov et al., 
2013a, 2013b) calculates the similarity of research interests, which solves the problem of 
semantic term extraction. While the Node2Vec model calculates topological similarity, 
which solves the problem of automatically extracting global network topology features. 
Notably, both improve the accuracy of similarity calculations. The CombMNZ method 
then fuses the two similarity values together and produces a ranked list of top-K collabora-
tors as recommendations.

Notably, isolated researchers and researchers with few co-authors get an equal chance 
of inclusion in the final recommendation. That said, for the purposes of our analysis, we 
considered that collaboration with high-level authors can effectively reduce research costs 
and improve research efficiency. Hence, we took the number of published papers as a 
threshold and focused on authors whose publications exceeded that threshold. The results 
demonstrate the effectiveness of the framework. We also compared the recommendations 
produced by our framework against LDA, RWR and Researcher’s interest variation with 
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time. The results show that our method performs better in terms of precision, recall, and 
F1 score, confirming an overall improvement in recommendation quality from our strategy.

Overall, the main innovation of our paper is to develop a novel framework for recom-
mending academic collaborators with similar research interests and network topology 
features. By integrating both word embedding and network embedding, the framework 
produces more accurate recommendations than existing methods. As demonstrated, this 
system can help researchers and private-enterprise R&D managers to provide valuable ref-
erences for finding potential partners. At the same time, this framework can also serve as a 
basis for further improvement or to inspire related research.

The limitations of our current research offer opportunities for future inquiry. These are 
summarized as follows. (1) Word embedding and network embedding techniques both con-
tain some parameters; however, methods of training these parameters for optimal benefit is 
a task that falls into the field of machine learning. (2) We have based our recommendations 
on only two criteria: the similarity of research interests and the co-authorship features. 
However, other factors can also indicate the likelihood of a good collaboration, such as 
citations, or institutional ties. In future, we will consider adding more of these factors into 
our framework. (3) Although we verified the recommendation results on one dataset from 
one field. It would be beneficial to test the framework with more datasets and other fields 
of inquiry. The same goes for the comparisons. A broader assessment of current indicators 
and strategies could either refute or lend further support to our results.
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