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Abstract
Interdisciplinary interaction and integration have become major features of current science 
and technology development. Hence, ways to measure the strength of the interdisciplinary 
interactions between two given disciplines has become a crucial issue. In this study, we 
propose a novel framework for measuring interdisciplinary interaction that is based on both 
citation analysis and semantic analysis. Within the framework, direct citations combined 
with bibliographic coupling reflect citation relationship of interdisciplinary knowledge, 
while an LDA model combined with a word embedding model are used to explore the 
integration and diffusion of knowledge via semantic similarity. The strength of the interdis-
ciplinary interactions is then assessed with an entropy weighting method. A case study on 
the interactions between Information & Library Science and six other disciplines demon-
strates the efficacy and reliability of the framework.
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Introduction

Interdisciplinary integration has become a major feature of modern science and technol-
ogy (S&T) and a key source of innovation (Wang et al., 2016). As a case in point, the 
2017 Nobel Prize in chemistry was awarded to physicists who solved a biology problem. 
According to the National Academies of Sciences Engineering and Medicine, interdis-
ciplinarity is found in the cross combination of information, methods, techniques, tools, 
perspectives, concepts and/or theories from different disciplines or bodies of specialized 
knowledge. This integration enables us to advance our fundamental understanding of a 
phenomenon and to solve problems where the solutions are beyond the scope of a single 
discipline (Zhang et al., 2016). The importance of fostering interdisciplinarity has been 
increasingly recognized by both governments and S&T management institutions. Like-
wise, the scientific measurement of interdisciplinary interactions is considered to be a 
critical issue (Chi & Young, 2013).

Many studies have been devoted to measuring interdisciplinarity, through indica-
tors like citation analysis (Bjorn, 2010) or co-word analysis (Deng et al., 2019). Cita-
tion analysis can trace the literature, helping to identify the learning and referring rela-
tionships between disciplines. For this reason, it has been widely applied as a tool for 
measuring interdisciplinary interactions. Leydesdorff and Ivanova (2020), for example, 
used direct citation and bibliographic coupling—forms of citation analysis—to reveal 
the process of knowledge transfer between disciplines. However, citation analysis can 
only reveal rough interdisciplinary relationships (Xu et al., 2017); it does not expose the 
results of knowledge transfer. There are also some studies emphasizing the importance 
of document content analysis, which can specifically reveal the evolution of interdisci-
plinary knowledge structure (Xu et al., 2017). For example, Xu et al. (2016) explored 
interdisciplinarity using co-word analysis. However, co-word analysis is not good at 
handling slight variations in terminology, such as the difference between “data mining” 
and “data analytics”. For this reason, it can often fail to recognize the semantic relation-
ships between terms from different disciplines (Wang et al., 2016).

Further, most studies on interdisciplinarity focus on the individual level—a single 
paper, a single journal, a single scholar, a single institution (Leydesdorff & Rafols, 
2011; Mugabushaka et  al., 2016; Rafols & Meyer, 2009; Xu et  al., 2016), where the 
authors are inclined to investigate their own interdisciplinarity. However, with the 
increasing attention of countries on the top-level design and deployment of interdisci-
plinary work, quantifying the degree of interdisciplinarity between two specific disci-
plines has become something of great practical significance. Gauging interdisciplinar-
ity helps us to better understand the overall problems of each discipline. Additionally, 
insights into the degree and strength of interactions between disciplines can help when 
optimizing the structure of S&T departments and in fostering top to bottom cooperation 
between different disciplines.

In this study, we propose a novel framework for measuring the strength of interdis-
ciplinary interactions between two disciplines that is based on citation analysis and 
semantic analysis. The framework is designed to both trace the knowledge transfer pro-
cess and gauge the effects of knowledge integration and diffusion. The overall model 
includes three indicators: direct citations, bibliographic coupling, and document con-
tent. Direct citations and bibliographic coupling inform the citation analysis, and an 
LDA model combined with a word embedding model creates a semantic solution for 
content similarity analysis. The discipline-keyword vectors generated by the embedding 
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model are then used to detect the underlying semantics in large-scale tracts of text. 
Lastly, the strength of the interdisciplinary interactions is assessed with an entropy 
weighting method.

To demonstrate the reliability and feasibility of our method, we conducted a case 
study of the interdisciplinary interactions between “Information & Library science 
(LIS)” and six other disciplines—“Communication”, “Computer science, Information 
systems”, “Education & Educational Research”, “Geography”, “Social Sciences, Inter-
disciplinary”, and “Management”.

The rest of this paper is organized as follows. A brief review of relevant literature 
is presented in the next section. Then, the theoretical framework is introduced and 
explained, followed by the LIS case study. The last section summarizes the results, clar-
ifies the implications and limitations, and provides suggestions for future research.

Related work

This section contains a brief review of the relevant literature in the areas of interdisci-
plinary interaction, citation analysis, topic models, word embedding, and mixed biblio-
metric methods.

Measuring interdisciplinary interactions

Woodworth was the first person to publicly use the term ‘‘interdisciplinary” in 1926, 
believing that it represented the integration of knowledge among different disci-
plines (Frank, 1988). With the increasing level of specialization in many fields over 
the past 20  years, interdisciplinary research has become more both more challenging 
and more necessary (Oliveira et  al., 2018). As many researchers have found, solving 
research issues in one’s own field can often require paying attention to problems in 
another (Benito-Santos & Theron Sanchez, 2019). In the century that has passed since 
social scientists coined the term, many other terms have been derived in this vein—
“interdisciplinary interactions”, “multidisciplinary”, and “transdisciplinary” to name a 
few. In our study, we follow the definition of the US National Academies (2005), con-
sidering interdisciplinary interactions as an evolutionary process of:

integrating information, data, techniques, tools, perspectives, concepts, and/or the-
ories from two or more disciplines or bodies of specialized knowledge to advance 
fundamental understanding or to solve problems whose solutions are beyond the 
scope of a single discipline or field of research practice.

Therefore, interdisciplinary interactions show two major features: knowledge transfer 
(Huang et al., 2019), and content relevance (Karunan et al., 2017; Xu et al., 2016).

Knowledge transfers, which can be represented by citation flows of papers and 
journals between disciplines, is the core characteristic of interdisciplinary interaction 
(Pierce, 2012). Citation analysis based on references of disciplines can: track knowledge 
flows (Rafols & Meyer, 2009); trace the interactions among authors’ roles in disciplines 
(Huang et  al., 2021a); and reveal the academic writing processes in interdisciplinary 
settings (Gullbekk & Byström, 2019). In this way, mutual learning and the spread of 
knowledge can be demonstrated quite well.
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Meanwhile, with the deepening of knowledge transfers and cognition fusion, the 
effect of interdisciplinary on different disciplines would be tested (Gullbekk & Byström, 
2019). Some of the outlets for these effects include the use of consistent terms, or the 
expression of similar semantics, which can change if the influence of other disciplines 
takes hold (Rafols & Meyer, 2009; Xu et al., 2017). However, while citations in publi-
cations across disciplines can help to indicate whether interdisciplinary processes have 
taken place, they cannot explain or describe them (Gullbekk & Byström, 2019). To rem-
edy such analytical one-sidedness, more and more researchers have begun to emphasize 
the similarity of content across different disciplines (Xu et al., 2016). Moreover, Zhou, 
Du, et  al. (2019), Zhou, Huang, et  al. (2019)) point out that combining bibliometric 
methods with advanced linguistic techniques is likely to result in better descriptions of 
exactly how an interaction is interdisciplinary.

In this study, our framework not only considers the process of interdisciplinary 
knowledge transfer (i.e., citation relationships) but also the ultimate effect that knowl-
edge integration and diffusion has on a discipline (i.e., content relevance).

Citation analysis

Citation analysis, one of the most commonly employed methods to measure the degree of 
interdisciplinarity (Caroline  et al., 2011), draws on the subject categories of citations to 
analyze interdisciplinary interactions (Deng & Xia, 2020). There are three main citation 
analysis methods: direct citation, co-citation, and bibliographic coupling. Direct citation 
is, arguably, the most widely used. It reflects a two-way interactive relationship and is the 
most direct form of knowledge exchange between two disciplines (Ma et al., 2019). Bib-
liographic coupling reflects the relationship between two disciplines that each cite another 
paper (Karunan et  al., 2017). Co-citation is an inferred relationship between two cited 
papers based on the fact that they are cited together (Yang et al., 2019). Among these meth-
ods, bibliographic coupling and co-citation have strict duality in concept (Liu et al., 2021). 
Compared with co-citation, bibliographic coupling can be used to cluster recent papers but 
can rarely do so with very old papers (Boyack & Klavans, 2010). Thus, bibliographic cou-
pling is more suitable for reflecting the current strength of interdisciplinary interactions 
between two disciplines (Ma et al., 2019).

A key aspect of citation analysis is the similarity index used to normalize the raw matrix 
within a given network (Adnani et al., 2020). The most widely-used indexes are the Jac-
card index, Salton’s Cosine, and Pearson’s correlation. Of these, the Jaccard index (Jac-
card, 1901) is a relatively robust measurement method that is often used to calculate the 
crossing degree or similarity between two different individuals or the difference between 
two differently-sized sets (Leydesdorff, 2008).

Topic models

Topic models are statistical models that cluster the latent semantic structure of documents 
via unsupervised learning. Since topic models consistently outperform the traditional clus-
ter-based approach (Wei & Croft, 2006), they have been commonly used as a tool for con-
tent analysis (Nichols, 2014). The three used most often are latent semantic indexing (LSI) 
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by Deerwester et  al. (1990), the probabilistic latent semantic index (pLSI) by Hofmann 
(2017), and latent Dirichlet allocation (LDA) by Blei et al. (2003).

LDA is the most accepted topic modeling technique in bibliometrics (Heo et al., 2017). 
It is used to discover potential topics from vast tracts of document data with the results 
returned as a probability distribution of the topics found in each document. Compared to 
LSI, LDA has the advantage of explicitly modeling the latent topics. Compared to pLSI, 
LDA does not suffer as much from overfitting (Lu & Wolfram, 2012). Since LDA preserves 
the core statistical relationships in documents, these models are useful for basic tasks such 
as classification, novelty detection, summarization, relevance judgments, and similarity 
measurement (Blei et al., 2003). In the research of interdisciplinarity, an LDA model was 
notably used by Shang (2018), who unearthed potential topics and their composition to 
reveal the hottest interdisciplinary research topics. In this paper, we use LDA to calculate 
the probability distributions of keywords in the content of documents.

Word embedding

Word embedding is an application of deep learning from the field of natural language 
processing (NLP). It creates a way to detect underlying semantics in large-scale text 
by mapping words from vocabularies to vectors (Mikolov et  al., 2013). Compared to 
other word embedding techniques, neural network algorithms are more effective at dis-
covering word patterns with similar implications (Levy & Goldberg, 2014). The Word-
2Vec method (Mikolov et al., 2013) is a paragon of neural network algorithms that can 
be used to detect a potential decomposition of a point-wise mutual information matrix 
(Levy & Goldberg, 2014). Word2Vec consists of two models: a Skip-Gram model and 
a continuous bag-of-words model (CBOW). The CBOW model predicts a word from 
context, i.e., based on the surrounding words, while the Skip-Gram model predicts the 
context from a given word (Zhang et  al., 2018). Compared to CBOW, Skip-Gram has 
proved to have a tiny advantage with bibliometric data (Hu et  al., 2018; Zhang et  al., 
2018).

Mixed bibliometric methods

In recent years, many studies have relied on mixed bibliometric methods. This may be 
because the combination of citation analysis and text analytics can more precisely iden-
tify and measure knowledge flows (Kim et al., 2018). Using mixed methods also tends to 
reduce dependencies on the meta data of publications, such as subject categories. More 
importantly, it provides better adaptability to big data (Kim & Oh, 2018). As such, mixed 
methods have found their way into many applications including topic analysis (Loureiro 
et al., 2020), citation recommendation (Dai et al., 2019), and emerging trend identification 
(Ayele et al., 2019).

There have also been some studies related to interdisciplinarity that have exploited 
mixed methods. However, these mostly focusing on the interdisciplinary nature of a sin-
gle object (Benito-Santos & Theron Sanchez, 2019; Ozkaya, 2020; Langer et  al., 2021), 
i.e., a paper, an author, a journal, a scholar, an institution. For example, Raimbault (2019) 
coupled citation analysis with text-mining techniques to map interdisciplinary landscapes 
in the field of geography. Chen et  al. (2019) conducted an in-depth evaluation of health 
information systems (IS) research published in IS journals by combining citation analysis, 
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semantic analysis, and social network analysis. In the research of Lee et al. (2019), citation 
network analysis integrated with topic model was used to help identify those cited papers 
that cut across domains. Further, citation networks combined with text mining have been 
used to identify the evolutionary pathways of multiple disciplines (Zhou et al., 2018). In 
the study of Yu et al. (2017), the interdisciplinary nature of intuitionistic fuzzy sets was 
revealed by text mining and citation analysis.

Mixed methods have not been directly used in the measurement modeling of interdisci-
plinary interactions between two disciplines. Rather, interdisciplinarity has been regarded 
as either an insight into some experimental results, or a byproduct of text mining, or as 
a way to understand a topic evolution process (Chen et al., 2019; Xu et al., 2019). More 
importantly, existing mixed methods tend to analyze the similarity of text from the per-
spective of co-words. However, traditional keyword analysis tends to ignore contextual 
semantic relations (Hu et al., 2018; Onan, 2019), which means it cannot truly gauge the 
effects of knowledge integration and diffusion.

In our study, we propose a novel framework for measuring the strength of interdiscipli-
nary interactions between disciplines, with a particular emphasis on semantic solutions for 
detecting the underlying semantics in large-scale tracts of text.

Methodology

Our framework for measuring interdisciplinary interactions is shown in Fig.  1. As the 
figure shows, a citation network is constructed and analyzed to reveal mutual learnings 
and knowledge transfers between two given disciplines. LDA and Word2Vec combine to 

Fig. 1  Our framework for measuring interdisciplinary interactions
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explore the relevance of the document content and to investigate the effect of knowledge 
integration and diffusion between the disciplines.

Inputs and data pre‑processing

The most important thing to note about our framework is that it finds the interdisciplinary 
interactions between two specific disciplines, noted as Discipline X and Discipline Y. Thus, 
as inputs to the model, we acquired the titles, abstracts and references of academic papers 
for each discipline we were interested in examining from the Web of Science (WoS). Each 
reference was then assigned a discipline corresponding to the subject categories of WoS 
using Python. Key terms were retrieved from the titles and abstracts of the papers using 
an NLP technique. This technique also included a term clumping model to remove noise, 
consolidate terms, and identify core terms (Zhang et al., 2014).

Citation analysis

Our citation analysis depended on both direct citations and bibliographic coupling, with 
the Jaccard index used as the similarity metric. The higher the value, the stronger the inter-
disciplinary interaction. We chose the Jaccard index because it is simpler and more effec-
tive than several other traditional similarity metrics, e.g., Euclidean or Manhattan (Le & 
Phuong, 2020). Additionally, it satisfies the “identity property” or “triangle property” of 
a metric (Carass et al., 2020) unlike other metrics such as DICE. Lastly, it places focus on 
the strong links in a data set (Leydesdorff, 2008).

Constructing the citation network

The first step in constructing a citation network is to construct a citation matrix of papers 
and their references [C] , represented as:

where the element cij equals 1 if paper i cites reference j , and 0 otherwise. We further use 
cij to calculate the citation frequency of papers between disciplines wxy , computed as:

where i ∈ Dx represents papers belonging to Discipline X, and j ∈ Dy represents papers 
belonging to Discipline Y.

The second step of this stage is to construct a discipline-citation matrix [W] , represented 
as:

(1)[C] =

⎡
⎢⎢⎢⎣

c11 c12 … c1j
c21 c22 … c2j
… … … …

ci1 ci2 … cij

⎤
⎥⎥⎥⎦
,

(2)wxy =
∑

i∈Dx ,j∈Dy

cij
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where the element wxy is the number of times that Discipline X cites papers from Disci-
pline Y.

The last step is to generate a discipline-citation network, where the nodes represent dis-
ciplines, and there is an undirected edge between two nodes if they have a citation relation-
ship. The weights of the edges are represented by wij.

Calculating the strength of interdisciplinary interactions based on direct citations

Figure 2 shows the structure of direct references for Discipline X and Discipline Y.Here, 
IIdc
xy

 denotes the strength of interdisciplinary interactions between Discipline X and Dis-
cipline Y based on direct citations. The direct citations between Disciplines X and Y 
fall into two groups: the references Discipline X makes to Discipline Y, and the refer-
ences of Discipline Y makes to Discipline X. These are marked as boxes shaded with 
diagonal lines in Fig. 2. Following Jaccard’s calculation formula, the numerator is the 
intersection of these two groups, which is the minimum number of references shared by 
the two sets. The denominator is the sum of the references made to all other disciplines 
(the shaded boxes) minus the numerator. Therefore, IIdc

xy
 can be represented as:

where wxy is the number of references of Discipline X made to Discipline Y, wyx is the 
number of references of Discipline Y made to Discipline X, wx′ represents the number of 
references of Discipline X made to disciplines other than Discipline X, wy′ represents the 
number of references of Discipline Y made to disciplines other than Discipline Y.

(3)[W] =

⎡
⎢⎢⎢⎣

w11 w12 … w1m

w21 w22 … w2m

… … … …

wm1 wm2 … wmm

⎤
⎥⎥⎥⎦
,

(4)IIdc
xy

=
min{wxy ,wyx}

wx� +wy� −min{wxy ,wyx}

Fig. 2  Direct citation relation-
ship between Discipline X and 
Discipline Y



6741Scientometrics (2022) 127:6733–6761 

1 3

Calculating the strength of interdisciplinary interactions based on bibliographic 
coupling

The bibliographic couplings between Discipline X and Discipline Y mainly focus on 
common references. Here, IIbc

xy
 denotes the strength of interdisciplinary interactions 

between Discipline X and Discipline Y based on bibliographic couplings. Following 
Jaccard’s calculation formula, IIbc

xy
 can be computed as follows:

where oxy represents the number of all common references between Discipline X and Dis-
cipline Y. qx and qy are the reference counts for Discipline X and Discipline Y, respectively.

Semantic analysis

The purpose of the semantic analysis is to measure the strength of the interdisciplinary 
interactions between two disciplines by exploring the semantic relationships reflected in 
keywords (Wang et al., 2013).

Constructing the discipline‑keyword network

The first step in constructing the discipline-keyword network is to use LDA to obtain the key-
word distributions for both Discipline X and Discipline Y. To ensure the accuracy of the LDA 
model, we calculated the perplexity of the corpus to help decide the number of topics (Blei 
et al., 2003). Perplexity is formulated as:

where D is the test set in the corpus, wd represents the words in document d , and p
(
wd

)
 is 

the probability of wd . In addition, Nd and M serve as the total number of words in docu-
ment d and the total number of words, respectively.

We chose to synthesize the keywords through the LDA model as opposed to just taking 
the author keywords because using so few keywords may lead to data sparsity (Benito-San-
tos & Theron Sanchez, 2019). Also, it has been well documented that author-chosen key-
words lack rigor and can be undiscriminating as far as disciplinary attributes are concerned 
(Lu et al., 2019). Either issue would mean we failed to derive a comprehensive representa-
tion of the given disciplines. Thus, we synthesized the keywords, generated by cleaning 
the titles and abstracts of the papers in Discipline X and Discipline Y. Through the LDA 
model, the concepts referred to in a document are represented as a topic probability distri-
bution, and each topic is represented as a keyword probability distribution.

Multiplying the discipline-topic matrix with the topic-keyword matrix results in a disci-
pline-keyword matrix [A] , represented as:

(5)IIbc
xy

=
oxy

qx+qy−oxy

(6)Perplexity (D) = exp

�
−

∑M

d=1
log p(wd)∑M

d=1
Nd

�
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where the element amp is the probability distribution of Discipline m for keyword p.

Generating the keyword vector

Word2Vec is used to generate the keyword vectors. Its training procedure is as follows. 
First, the word sequences generated from the text in the abstracts and titles are input into 
the Word2Vec model to be trained as a corpus, and then the Skip-Gram model is used to 
train the corpus. Finally, through a well-trained Word2Vec model, all the keywords are 
mapped as vectors originating from a point in a multi-dimensional semantic space.

Calculating the strength of interdisciplinary interactions based on document content

After obtaining the discipline-keyword network and the keyword vectors, the next step is 
to calculate the strength of the interdisciplinary interactions based on document content. 
First, the content of the documents is converted into a vector representation by loading the 
keyword vectors into A(m, p) . Here, Vmp denotes a discipline-keyword vector, calculated as:

where Vp denotes the vector of keyword p.
Then, the similarity between discipline-keyword vectors of disciplines is calculated 

according to the cosine similarity. Cosine similarity is one of the most popular similarity 
measures employed in NLP and can represent cognitive similarity beyond simple linguistic 
similarity (Benito-Santos & Theron Sanchez, 2019). Further, cosine similarity has been 
successfully applied in many applications (Ke, 2019), including text documents cluster-
ing (Guo et al., 2020), information retrieval (Hu et al., 2021), and data mining (Ali et al., 
2020). Also, the cosine metric remains one of the best measures for visualizing vector 
space (Leydesdorff, 2008). IIrc

xy
 denotes the strength of the interdisciplinary interactions 

between Discipline X and Discipline Y based on the document content, formulated as:

where COS(X, Y) is the cosine distance between the vector of Discipline X and Discipline 
Y.

Multi‑index synthesis

The framework measures the strength of the interdisciplinary interactions between disci-
plines comprehensively using three indicators—IIdc

xy
 , IIbc

xy
 , IIrc

xy
.

Note that each indicator is standardized with Min–Max Normalization (Isler & Kuntalp, 
2010), and calculated as follows:

(7)[A] =

⎡
⎢⎢⎢⎣

a11 a12 … a1p
a21 a22 … a2p
… … … …

am1 am2 … amp

⎤
⎥⎥⎥⎦
,

(8)Vmp =
∑

A(m, p) ∗ Vp

(9)IIrc
xy
= COS(X, Y)

(10)x� =
x−min (x)

max (x)−min (x)
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where x is the original value, and x′ is the normalized value.
To integrate these three indicators, we must weight each one. There are two ways to 

determine the appropriate weight: subjective weight and objective weight. We opted for the 
objective weighting method because it can overcome the randomness of subjective weight-
ing, and more objectively represents the importance of the weight. Further, from a compar-
ison of the various objective weighting methods, we decided to use the entropy weighting 
method for our calculations.

The entropy weighting method is an objective method for determining the index weight 
based on mathematical statistics and the basic principle of information theory (Wang & 
Li, 2021). It effectively considers the degree of variation in the indicators used to measure 
the strength of the interdisciplinary interactions. In this paper, the entropy weight of each 
index is defined as W� . The calculation method is shown in Formulas (11), (12) and (13).

where f�� denotes the standardized value of the � th index in the � th sample, and q�� is the 
value of each indicator.

where E� of the � th index is the information entropy, and the range of the entropy value E� 
is [0,1]. N is the number of indicators. If the information entropy of an index is smaller, it 
means that the variation degree of the index value is greater, more information is covered, 
and it has a greater ability to influence the overall evaluation. Hence, higher weight should 
be given to the index. The final weight calculation is then formulated as:

Last, the comprehensive strength of interdisciplinary interactions between Discipline X 
and Discipline Y is calculated as:

where W1,W2,W3 are the weights of the three indicators calculated by the entropy weight 
method (Wang & Li, 2021).

Empirical study

We chose LIS as the major discipline, i.e., Discipline X, for our case study since LIS com-
bines basic research, like mathematics, computer science, and physics, with the real-world 
needs of social sciences. We further chose to pair LIS with six different Discipline Ys 
through the framework to show its efficacy with a range of different study areas—some 
with clear interdisciplinary ties to LIS, others without such obvious correlations. The six 
selected disciplines were “Education & Educational research”, “Computer science, Infor-
mation systems”, “Management”, “Geography”, “Communication”, and “Social Sciences, 
Interdisciplinary”. It is worth reiterating that the framework can be used to examine any 
two disciplines. However, considering a reasonable data volume and processing time, we 

(11)f�� =
q��∑
� q��

(12)E� =

∑
� f�� ln (f��)
ln (N)

(13)W� =
1−E�

M−
∑

� E�

(14)IIxy = W1 ∗ IIdc
xy
+W2II

bc
xy
+W3II

rc
xy
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felt six examples were enough to showcase the depth and breadth of the framework. We 
had three major criteria for selecting the disciplines.

(1) First, we were inclined toward disciplines with ties to LIS on an intuitive level. Choos-
ing these disciplines would help us to conduct our validation tests. LIS is a typical inter-
disciplinary field that has been spearheading cross-disciplinary research (Holland & 
George, 2008). As such, it connects multiple studies with real-world needs discussed in 
areas like mathematics and computer science, the social sciences, and the management 
sciences (Huang et al., 2021b). On these grounds, we selected “Computer Science”, 
“Social Science” and “Management”.

(2) Second, a discipline has to reach a certain level of maturity before it can support com-
munication and cross-overs into other disciplines. According to the research of Karunan 
et al. (2017), if too few papers have been written on discipline, interdisciplinary interac-
tions do not have a chance to develop and, if they do, they may not yet have developed 
strongly. Additionally, we wanted to test the framework’s ability to cope with large-
scale data. Hence, with a view on the past five years, we further selected subcategories 
of two disciplines selected under Criteria 1 with the largest number of papers. Among 
the seven subcategories of Computer Science listed by WoS, we chose “Computer Sci-
ence, Information Systems”. Similarly, we chose “Social Sciences, Interdisciplinary” 
for “Social Science”, even though “Social Sciences, Mathematical Methods” seemed 
to be more related to LIS.

Table 1  Number of papers and 
references of seven disciplines

Subject category Papers References

Information Science & Library Science (LIS) 4417 75,915
Communication 5243 369,168
Computer Science, Information Systems 35,281 369,217
Education & Educational Research 15,438 167,803
Geography 5823 99,128
Social Sciences, Interdisciplinary 7152 121,600
Management 13,897 231,297

Table 2  Data cleaning results 
(partial)

Number Keyword Frequency

1 Social medium 1511
2 Communication 363
3 Climate change 278
4 Relationship satisfaction 211
5 Social network 176
… … …
4180 Image appeal 3
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(3) Third, we paid attention to the diversity, wanting to test the framework across a broad 
spectrum of disciplines. On these grounds, we added “Communication”, “Education 
& Educational research” and “Geography”.

Table 3  The abbreviation–full journal title–Subject category comparison table (partial)

The abbreviation Full journal title Subject category

Int J Inform Manage International Journal of Information 
Management

Information Science & Library Science

Commun Methods Meas Communication Methods and Meas-
ures

Communication

Comput Netw Computer Networks Computer Science, Information Systems
Educ Psychol Educational Psychologist Education & Educational Research
Dialogues Hum Geogr Dialogues in Human Geography Geography
Soc Sci Comput Rev Social Science Computer Review Social Sciences, Interdisciplinary
… … …
Acad Manag Ann Academy of Management Annals Management

Table 4  Discipline citation matrix

LIS Comms IS Edu Geo Soc Mgmt

Information & Library Science (LIS) 34,210 5372 16,297 2673 1882 3070 27,446
Communication (Comms) 4644 45,130 1212 1903 1064 4750 5701
Computer Science, Information Systems 

(IS)
18,105 2230 138,505 2032 2316 1447 20,321

Education & Educational Research (Edu) 3611 3183 1641 152,921 2289 6233 10,959
Geography (Geo) 1711 955 1845 2268 56,733 3259 5081
Social Science-Interdisciplinary (Soc) 2959 4791 911 5085 3544 24,835 10,978
Management (Mgmt) 15,102 5578 10,879 4893 4390 8875 286,253

Fig. 3  Citation network of 
disciplines
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More specifically, “Communication” is an applied and theoretical discipline, “Computer 
Science, Information Systems” and “Education & Educational research” are both applied 
disciplines, “Geography” is a natural discipline, and “Social Science, Interdisciplinary” 
and “Management” are both comprehensive disciplines. In a word, we suppose that the six 
disciplines we selected for comparison with LIS represent a comprehensive cross-section 
of disciplines.

Data collection and pre‑processing

The search strategy for retrieving the papers and references in each of the seven disci-
plines included “WC = Information Science & Library Science”, “WC = Communica-
tion”, “WC = Computer Science, Information Systems”, “WC = Education & Educational 
Research”, “WC = Geography”, “WC = Social Sciences, Interdisciplinary”, “WC = Man-
agement”. We searched SCI-EXPANDED and SSCI for articles in English over the period 
2010 to 2019 and retrieved 87,251 papers and 1,434,128 references as shown in Table 1. 
Note that the cited data were generated based on citations from all disciplines, not merely 
just the seven disciplines.

Here, when a journal had been assigned to multiple WCs, we assigned it to each WC. 
Then, when downloading the articles, we only chose journals from SCI and SSCI. We also 

Table 5  Citation analysis of the six disciplines to LIS

Subject category Direct citation Bib-
liographic 
couplings

Communication 4644 13,525
Computer Science, Information Systems 16,297 36,277
Education & Educational Research 2673 10,887
Geography 1711 7929
Social Science, Interdisciplinary 2959 16,532
Management 15,102 32,269

Table 6  Strength of the interdisciplinary interactions between six disciplines and LIS

Subject category Based on direct citations (%) Based on biblio-
graphic coupling 
(%)

Communication 4.301 8.923
Computer Science, Information Systems 4.542 8.461
Education & Educational Research 1.612 4.453
Geography 1.270 4.517
Social Science, Interdisciplinary 1.793 8.662
Management 7.449 11.119
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removed all references excluded from the SCI and SSCI databases, and we removed dupli-
cate references. The number in Table 1 is the number of references after filtering.

The NLP and term clumping function within ITGInsight1 was applied to retrieve and 
clean keywords from the titles and abstracts of papers. Following Wang et  al. (2021), 
meaningless words were removed according to the list of stop words; then, the title and 
abstract were merged to extract the keywords. Irrelevant keywords were removed manu-
ally leaving a total of 4180 valid keywords (Table 2).

Fig. 4  Perplexity change curve

Table 7  Discipline-keyword network (Partial)

Subject category Keyword distribution

Information & Library Science "social-media": 0.04, "libraries": 0.018, "big data": 0.017, 
"behavior": 0.014, "health practitioners": 0.013, "social com-
merce": 0.012, ……

Communication "social media": 0.05, "fake news": 0.014, "tweets": 0.013, "news 
media": 0.012, "conflict": 0.012, "mental illness": 0.012, ……

Computer Science, Information Systems "algorithm": 0.176, "performance": 0.013, "reliability": 0.011, 
"accuracy": 0.009, "deep learning": 0.007, "applications": 
0.006, ……

Education & Educational Research "universities": 0.023, "academic performance": 0.016, "feed-
back": 0.014, "self-efficacy": 0.014, "international students": 
0.013, "teacher education": 0.011, ……

Geography "migration": 0.031, "geography": 0.026, "climate change": 0.016, 
"public-space": 0.013, "citizenship": 0.011, "transport": 0.008, 
……

Social Science-Interdisciplinary "happiness": 0.026, "life satisfaction": 0.025, "disabilities": 
0.018, "subjective well-being": 0.013, "marriage": 0.011, ……

Management "job-satisfaction": 0.029, "resources": 0.016, "firm performance": 
0.014, "abusive supervision": 0.013, "sustainability": 0.012, 
……

1 ITGInsight is a text mining and visualization software for bibliometric data, such as scientific papers, pat-
ents, reports and newspapers. Please visit the website for details: http:// cn. itgin sight. com.

http://cn.itginsight.com
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After downloading the articles provided by Journal Citation Reporters (JCR), we used 
Python to match all abbreviations and journal names according to the ESI journal list. This 
resulted in 12,186 journals and 252 journal-subject category mappings. Partial results are 
shown in Table 3.

Measuring interdisciplinary interactions based on citation analysis

We next constructed the discipline citation matrix, as shown in Table 4.

Table 8  Keyword vectors (partial)

Keyword Keyword vector

Protocol [− 0.2624, − 0.1043, 0.5251, − 0.1086, 0.7158, − 0.2288, …]
Social medium [− 0.8498, 1.3760, − 0.7888, 0.3469, − 0.6862, − 0.6375, …]
Energy consumption [− 0.5506, 0.1487, 0.3965, − 0.6347, 0.5142, − 0.3295, …]
Big data [− 0.4847, 0.6796, 0.2859, − 0.3489, − 0.2411, − 0.2434, …]
Social network [− 0.3273, 0.6461, 0.6722, − 0.3651, 0.0635, − 0.1393, …]
Energy efficiency [− 0.3726, 0.0966, 0.0613, 0.0577, 0.4531, − 0.2191, …]

Table 9  Strength of 
interdisciplinary interactions 
between six disciplines and LIS

Subject category Based on docu-
ment content (%)

Communication 19.848
Computer Science, Information Systems 28.330
Education & Educational Research 27.003
Geography 16.577
Social Science-Interdisciplinary 26.006
Management 25.832

Table 10  The comprehensive strength of interdisciplinary interactions between six disciplines and LIS

Subject category Based on 
direct citation 
(%)

Based on biblio-
graphic coupling 
(%)

Based on docu-
ment content 
(%)

Final results (%)

Communication 4.301 8.923 19.848 10.490
Computer Science, Information 

Systems
4.542 8.461 28.330 12.972

Education & Educational 
Research

1.612 4.453 27.003 10.167

Geography 1.270 4.517 16.577 6.934
Social Science-Interdisciplinary 1.793 8.662 26.006 11.324
Management 7.449 11.119 25.832 14.175
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This matrix was then imported into Gephi2 to visually display the citation relationships 
among disciplines, as shown in Fig. 3. The size of each node relates to the total number of 
references for that discipline, and the thickness of the edges represents the number of cita-
tions between those disciplines.

From the illustration, we can see that LIS has a closer relationship to Management and 
Computer Science, Information Systems than to the other disciplines (hereafter simply 
Information Systems). By contrast, LIS is relatively distant to Geography and Education 
& Educational Research (hereafter Education), which means that knowledge transfer and 
academic exchanges between the two fields are poor.

The direct citations and bibliographic couplings of the six disciplines to LIS are shown 
in Table 5, while Table 6 shows the strength of interdisciplinary interactions based on both 
direct citation and bibliographic coupling.

Measuring interdisciplinary interactions based on document content

Following the design in section “Semantic analysis”, LDA was first used to generate a 
discipline-keyword matrix for each discipline. Following Cao et al. (2009), the number 
of topics was determined by perplexity. More specifically, we set the variation range of 
the number of topics to [0,100] and set the step size to 5. Then, we plotted the perplex-
ity curve against the number of topics, as shown in Fig. 4.

Figure 4 depicts that the degree of confusion reaches its lowest value of 0.695 with 
10 topics. We therefore specified 10 topics per discipline, with each topic represented by 
its top 10 keywords.

Fig. 5  Distribution of interdisciplinary interactions

2 https:// gephi. org/.

https://gephi.org/
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From the 7 disciplines and 4180 keywords, corresponding discipline-topic matrices 
and topic-keyword matrices were constructed then multiplied into a discipline-keyword 
matrix for each pair. The results are shown in Table 7. The value after each keyword 
represents the probability of a certain keyword appearing in this discipline.

Next, the Word2Vec model was applied to map keywords into dense word vectors to 
capture semantic information. Since higher dimensions have been shown to capture better 
semantics (Wang et al., 2015), we set the number of dimensions for the vectors to 450 and 
turned the keywords of 7 disciplines into semantic-level vectors with the trained model. A 
small sample of the keyword vectors is given in Table 8.

Calculating the cosine similarity as per Formula (6), we generated the strength of the 
interdisciplinary interactions between LIS and the other six disciplines. The results are 
shown in Table 9.

Results analysis

Min–max normalization was used to standardize our three interaction indicators, and the 
entropy method was used to calculate the weight of each index. The strength of the inter-
disciplinary interactions between LIS and the six disciplines is shown in Table 10.

There are some observations based on above analysis results:

(1) The strength of the interdisciplinary interactions between LIS and the six disciplines 
range between 6.934 and 14.175%, which indicates that our methods can indeed meas-
ure and rank the interdisciplinary interactions between disciplines. At the same time, 
we can also conclude that LIS is interdisciplinary, because it has a certain degree of 
intersection with other disciplines.

(2) The most interdisciplinary interactions occur between LIS and Information Systems 
and LIS and Management. Lin et al. (2017) prove that the speed of knowledge diffusion 
between LIS and Management continues to accelerate, while Shi (2018) state that both 
LIS and Information Systems involve information science, especially when it comes 
to system design, technology research, and algorithm optimization.

(3) The strength of the interdisciplinary interactions between LIS and Geography is very 
low. Geography is a specialist discipline, so it may be difficult for knowledge to flow 
from LIS to geography. An example of the crossover is the use information technology 
from LIS, such as data mining, to solve environmental problems (Huang & Ying, 2020).

Since citation analysis and semantic analysis reflect the knowledge transfer process and 
the effects of integrating interdisciplinary, respectively, we combined the index values of 
direct citation and bibliographic coupling for further analysis. First, the results of citation 
analysis and semantic analysis were divided into two levels “low cross degree” and “high 
cross degree” according to their average, and the four quadrants were divided. The map is 
shown in Fig. 5.

From Fig. 5, we observe:

(1) The relationship between the two ways of measuring interdisciplinary interactions—
i.e., citation analysis and semantic analysis—is positive. This indicates that the strength 
of the knowledge integration and the diffusion effects (the relevance of the content) 
depends on the quality of the knowledge transfer process (the citations).
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(2) However, we also see exceptions. Although LIS and Education appear to have weak 
interdisciplinary interactions based on citation analysis, the interactions are much 
stronger when based on semantic analysis (Quadrant II). This is mainly because many 
countries have policies that actively promote interactions between these two disciplines. 
Although there are few citation relationships between LIS and Education, the relatively 
high semantic similarity between these two disciplines indicates their potential for 
greater interdisciplinarity. For this reason, we predict that the number of cooperative 
projects and studies between these two disciplines will increase in the future.

(3) In Quadrants I and IV, the interactions between LIS and Communication, LIS and 
Management and LIS and Information Systems are all strong when looking the scores 
for citation analysis. However, there are great differences when we look at the semantic 
analysis scale. Compared to a single measurement method based on citations alone, 
our method also reflects interdisciplinarity at a content and cognitive level, offering, 
at the least, a more comprehensive set of measurement results.

Validation

Evaluation with other methods

To validate the effectiveness of our framework, we convened an expert panel and also com-
pared our results to four mainstream indexes of interdisciplinarity.

The four indexes compared were the Salton coefficient (Salton & McGill, 1986), the 
Rao-Stirling coefficient (Stirling, 2007), overlap degree (Pan et  al., 2013), and ID value 
(Zhang et  al., 2016). Details of the formulas used to calculate each of these indexes are 
given in Table 11.

First, we invited 30 experts to conduct a questionnaire on preference ordering. They 
came from multiple disciplines including LIS, management science, computer science 
and social science—generally, the seven disciplines we selected for the case study. The 
institutions represented include the University of Leuven in Belgium, the Georgia Institute 
of Technology in the United States, the science and technology research center of Leiden 

Fig. 6  Comparison of accuracy and mean deviation
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University in the Netherlands, and the University of Technology Sydney. Every expert was 
asked to rank the interdisciplinary interactions between the six selected disciplines and 
LIS, and their results can be thought of as a validation standard. We then calculated the 
strength of the interdisciplinary interactions between LIS and the six disciplines by using 
the four indices and ranked the results. The details are provided in Table 12.  The first line 
presents the rank of interdisciplinary interactions between LIS and six disciplines gener-
ated by 30 experts, which is in bold and regarded as the standard for comparing the pro-
posed method and four mainstream indexes. 

The performance of the proposed model was evaluated in comparison with other main-
stream methods in terms of Accuracy (Acc) (Formula 15) and mean deviation (Mean dev) 
(Formula 16): the higher the accuracy, the higher the calculation accuracy of the method; 
the smaller the mean deviation, the higher the calculation stability of the method. The com-
parison result is shown in Fig. 6.

where RR′ is the same number of the interaction strength ranking obtained in this study and 
interaction strength ranking determined by the experts.r is the number of rankings.

where Ri is the interaction strength ranking obtained in this study, R′
i
 is the interaction 

strength ranking determined by the experts.
From Table 11 and Fig. 6, we can see that:

(1) Our method had the highest Acc (0.667) and the smallest Mean dev (0.333). Salton’s 
accuracy was only 0.167 and the mean deviation of the overlap degree and ID value 
reached 0.667 and 1 respectively. This means our method was significantly more accu-
rate and stable than the other four methods in measuring the strength of interdiscipli-
nary interactions. From this, we conclude that our framework is realistic, distinguish-
able, and performs well.

(15)Accuracy =
RR�

r

(16)Mean Deviation =

∑�Ri−R
�
i�

r

Fig. 7  Results of expert evaluation
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(2) It is notable that the Rao-Stirling coefficient and the ID value both arrived at the same 
result (Acc 0.5 and Mean dev 1). Both are based solely on citation networks. The Acc 
and Mean dev of these two indexes were both inferior to our methods, indicating the 
comprehensiveness and generality of our framework. This suggests that integrating 
citation analysis and semantic analysis to measure the strength of interdisciplinary 
interactions is highly beneficial.

(3) Another noteworthy result is that the overlap degree yielded the best accuracy of the 
four baselines. Overlap degree is an interdisciplinary index that measures the interdis-
ciplinary interactions between two disciplines from the perspective of common articles 
in both disciplines. Another form of interdisciplinary interaction is through papers that 
appear commonly in each of two disciplines (Karunan et al., 2017). Our results suggest 
that the number of common articles between two disciplines can reflect the intersec-
tions of the two disciplines, at least to a certain extent.

Expert evaluation

As mentioned, the method was evaluated qualitatively with the aid of leading domain 
experts. Three criteria were raised, and an expert panel with 30 experts above was assigned 
to score these criteria. The experts were free to give any score between 0 and 1 to express 
their agreement on the three following criteria, where 1 indicates excellent agreement and 
0 indicates strong disagreement:

• Scientificity Does the method reflect the strength of interdisciplinary interactions truly 
and objectively?

• Integrity Does the method fully consider the measurement angle of interdisciplinary, 
and can it comprehensively reflect the cross-integration of knowledge between two dif-
ferent disciplines from all aspects?

• Innovation Is the indicator system innovative compared to traditional interdisciplinary 
measurement methods? Fig. 7 shows the results.

From Fig. 7, it can be concluded that the difference between the maximum value and the 
minimum value of three evaluation indexes is only 0.3, which indicates that the distribution 
of index scores is relatively concentrated. The average values of scientificity and integrity 
are greater than the median, indicating that most experts have higher scores (greater than 
the average), while the average value of innovation is slightly less than the median. In addi-
tion, the average values indicate that experts strongly recognize the scientificity and integ-
rity of our method. Although our method needs to be improved, the average score of most 
interdisciplinary measurement methods is more than 0.7, which is considered acceptable 
(Zhang et al., 2018).

Discussion and conclusions

In this paper, we proposed a measurement model of interdisciplinary between two specific 
disciplines that takes both the citation relationships between disciplines and the seman-
tic relationships found in research publications into account. Within the framework, cita-
tion analysis that draws upon direct citation and bibliographic coupling is used to con-
struct a citation network representing the interactions between two given disciplines, and 
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the Jaccard index is then used to measure the strength of those interactions. The semantic 
analysis involves the combination of an LDA topic model and the Word2Vec model. LDA 
mines keywords and Word2Vec builds multi-dimensional discipline-keyword vectors that 
are used to accurately estimate the similarity of the document content between two dis-
ciplines. Compared with other methods that measure interdisciplinary interactions with 
a single dimension, we find using both methods makes up for the shortcomings of each. 
Most particularly, citation analysis can only reveal relatively shallow interdisciplinary 
relationships.

This work has three major contributions: (1) Our framework focuses on quantifying the 
degree of interdisciplinarity between two specific disciplines; however, our predecessors 
have largely focused on the study of the interdisciplinary nature of a single object—i.e., 
a paper, an author, a journal, a scholar, an institution. (2) Our study directly applies the 
concept of mixed methods combining citations and semantic analytics in the measurement 
and modeling of interdisciplinary interactions between disciplines. (3) In constructing a 
mixed methods approach, we paid more attention to the accuracy of semantic analysis 
because terms and words can differ across disciplines. At present, existing mixed methods 
are more represented as “citation” plus “co-word”; however, many studies have shown that 
traditional text analytics are not as good as word embedding for semantic analysis (Hu, 
Qi, et al., 2018). Therefore, in our study, direct citations and bibliographic coupling were 
applied to trace the knowledge transfer process. Meanwhile, an LDA model combined 
with a word embedding model was used to gauge the effects of knowledge integration and 
diffusion.

Our case study and subsequent empirical validations demonstrate the reliability of the 
methodology by showcasing six different examples of LIS paired with a range of other 
disciplines—some with high levels of interdisciplinary interactions, others not. The main 
conclusions of this paper include: (1) “Management” and “Information Systems” have rela-
tively strong interdisciplinary interactions with LIS, while “Geography” and “Education” 
have relatively weak connections; and (2) the multi-dimensional index system of compre-
hensive citation analysis and semantic analysis proposed in this paper is able to measure 
the interdisciplinary interactions between two disciplines more comprehensively and accu-
rately than four mainstream baselines.

Technical implications

Citation analysis has been widely used in interdisciplinary research. However, most cita-
tion analyses are limited to interdisciplinary citation relationships, and the interdisciplinary 
relationships excavated are shallow and rough. In this paper, we combine citation analysis 
with semantic analysis such that we not only consider the knowledge transfer process but 
also the effect of knowledge integration and diffusion. This design can be applied to both 
research on interdisciplinary, or it can be used to explore other types of relationships.

Notably, traditional keyword analysis tends to ignore contextual semantic relations. In 
this paper, we combined an LDA topic model with a Word2Vec model to capture the dis-
tribution characteristics of disciplinary keywords and to measure the strength of interdisci-
plinary interactions based on keyword vectors. Moreover, this combination is suitable for 
large data sets and other semantic analysis problems.
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Possible applications

Compared with other methods, our framework has some distinctive contributions. Three 
applications of this framework are immediately apparent to us.

• Our framework can be applied to academic information retrieval and recommendation 
systems to enhance the diversity of the search or recommendation results. For instance, 
if a user retrieves literature associated with a certain discipline through a query, our 
method could be used to rank the papers of other disciplines according to the strength 
of the interdisciplinary interactions between the queried discipline and the ranked dis-
ciplines.

• Our method can be used to measure the interdisciplinary interactions between any two 
disciplines. Therefore, our framework can be extended to a large-scale literature data-
base. In this way, it could be used to mine the cross-relations among all disciplines and 
a comprehensive interdisciplinary knowledge graph could be built to promote interdis-
ciplinary academic cooperation and knowledge flows.

• Our framework can help universities and research bureaus restructure their organiza-
tions. For example, when two disciplines have very strong disciplinary interactions, 
universities might consider merging or fostering partnerships between the correspond-
ing organizational units.

Limitations and future studies

In this paper, we attempted to measure the strength of interdisciplinary interactions from 
the perspective of citation relationships and semantic relationships. Although our work 
supplements existing research problems, it still has some shortcomings and limitations that 
require further investigation and improvement. Generally speaking, the following points 
should be considered in the subsequent research: (1) Enriching data samples. The publica-
tions of WoS database were selected as the data samples in this study, which will inevitably 
have led to the omission of relevant literature in the field. At the same time, in the process 
of empirical study, the age of selected papers stopped at 2019, which does not show the 
most recent developments in interdisciplinarity. In the future, we plan to assemble aca-
demic literature over different study periods so as to chart the dynamics of interdisciplinary 
with a larger sample. (2) Mining the citation content. In this paper, we only considered 
simple citation relationships, while ignoring the relevance of citation content. In the future, 
we may combine the text analysis method with the citation content to more deeply explore 
interdisciplinary relationships. Doing so might further perfect the measurement of interdis-
ciplinarity. (3) Consideration of multidisciplinary articles. In our data pre-processing, we 
made no attempt to remove duplicate articles retrieved under searches of different disci-
plines, which may have skewed the results of our calculations. To overcome this problem, 
it will be necessary to develop a more comprehensive system that can fully consider the 
impact of the same article being coded (in WoS or any other index) to more than one disci-
pline. This we leave to future work.

Acknowledgements This work was supported by the National Science Foundation of China [Grant No. 
71673086; 71774013]. Our heartfelt appreciation goes to Changtian Wang for his contributions to this paper.



6758 Scientometrics (2022) 127:6733–6761

1 3

References

Adnani, H., Cherraj, M., & Bouabid, H. (2020). Similarity indexes for scientometric research: A compara-
tive analysis. Malaysian Journal of Library and Information Science, 25(3), 31–48.

Ali, M., Jung, L. T., Hosam, O., Wagan, A. A., Shah, R. A., & Khayyat, M. (2020). A new text-based 
w-distance metric to find the perfect match between words. Journal of Intelligent and Fuzzy Systems, 
38(3), 2661–2672.

Ayele, W. Y., & Akram, I. (2019). Identifying emerging trends and temporal patterns about self-driving cars 
in scientific literature. Computer Vision Conference (CVC), 2019(944), 355–372.

Benito-Santos, A., & Theron Sanchez, R. (2019). Cross-domain visual exploration of academic corpora via 
the latent meaning of user-authored keywords. IEEE Access, 7, 98144–98160.

Bjorn, H. (2010). Interdisciplinarity and the intellectual base of literature studies: Citation analysis of highly 
cited monographs. Scientometrics, 86(3), 705–725.

Boyack, K., & Klavans, R. (2010). Co-citation analysis, bibliographic coupling, and direct citation: Which 
citation approach represents the research front most accurately? Journal of the Association for Infor-
mation Science and Technology, 61, 2389–2404.

Blei, D. M., Ng, A. Y., Jordan, M. I., & Lafferty, J. (2003). Latent dirichlet allocation. The Journal of 
Machine Learning Research, 3(4–5), 993–1022.

Cao, J., Xia, T., Li, J., Zhang, Y., & Tang, S. (2009). A density-based method for adaptive LDA model 
selection. Neurocomputing, 72(7), 1775–1781.

Carass, A., Roy, S., Gherman, A., Reinhold, J. C., Jesson, A., Arbel, T., Maier, O., Handels, H., Ghafoorian, 
M., Platel, B., & Birenbaum, A. (2020). Evaluating white matter lesion segmentations with refined 
Sørensen-Dice analysis. Scientific Reports, 10(1), 1–19.

Caroline, S., Wagner, J., David, R., et al. (2011). Approaches to understanding and measuring interdiscipli-
nary scientific research (IDR): A review of the literature. Journal of Informetrics, 5(1), 14–26.

Chang, Y. W., & Huang, M. H. (2012). A study of the evolution of interdisciplinarity in library and informa-
tion science: Using three bibliometric methods. Journal of the American Society for Information Sci-
ence and Technology, 63(1), 22–33.

Chen, L., Baird, A., & Straub, D. (2019). An analysis of the evolving intellectual structure of health infor-
mation systems research in the information systems discipline. Journal of the Association for Informa-
tion Systems, 20(8), 1023–1074.

Chi, R., & Young, J. (2013). The interdisciplinary structure of research on intercultural relations: A co-
citation network analysis study. Scientometrics, 96(1), 147–171.

Dai, T., Zhu, L., Wang, Y., Zhang, H., Cai, X., & Zheng, Y. (2019). Joint model feature regression and topic 
learning for global citation recommendation. IEEE Access, 7, 1706–1720.

de Oliveira, T. M., Amaral, L., & Pacheco, R. C. S. (2018). Multi/inter/transdisciplinary assessment: A 
systemic framework proposal to evaluate graduate courses and research teams. Research Evaluation, 
28, 23–36.

Deerwester, S., Dumais, S. T., Furnas, G. W., Landauer, T. K., & Harshman, R. (1990). Indexing by latent 
semantic analysis. Journal of the American Society for Information Science, 41(6), 391–407.

Deng, S., Xia, S., & Fu, S. (2019). Measuring the Interdisciplinary Degree of Information Behavior 
Research. In 2019 ACM/IEEE Joint Conference on Digital Libraries (JCDL) (pp. 384–385).

Deng, S., & Xia, S. (2020). Mapping the interdisciplinarity in information behavior research: A quantitative 
study using diversity measure and co-occurrence analysis. Scientometrics, 124(4), 489–513.

Edge, D. O. (1977). Why I am not a co-citationist. Society for Social Studies of Science Newsletter, 2, 13–19.
Frank, R. (1988). Interdisciplinary: The first half century. In E. G. Stanley & T. F. Hoad (Eds.), WORDS: 

For Robert Burchfield’s sixty fifth birthday (pp. 91–101). DS Brewer.
Gullbekk, E., & Byström, K. (2019). Becoming a scholar by publication: PhD students citing in interdisci-

plinary argumentation. Journal of Documentation, 75(2), 247–269.
Guo, Y., Fei, R., Zhang, K., Tang, Y., & Hu, B. (2020). Developing a clustering structure with consid-

eration of cross-domain text classification based on deep sparse auto-encoder. In 2020 IEEE inter-
national conference on bioinformatics and biomedicine (BIBM) (pp. 2477–2483).

Hammarfelt, B. (2011). Interdisciplinarity and the intellectual base of literature studies: Citation analy-
sis of highly cited monographs. Scientometrics, 86(3), 705–725.

Heo, G. E., Kang, K. Y., Song, M., & Lee, J. H. (2017). Analyzing the field of bioinformatics with the 
multi-faceted topic modeling technique. BMC Bioinformatics, 18(7), 251.

Hofmann, T. (2017). Probabilistic latent semantic indexing. ACM SIGIR Forum, 51(2), 211–218.
Holland, G. A. (2008). Information science: An interdisciplinary effort? Journal of Document, 64(1), 

7–23.



6759Scientometrics (2022) 127:6733–6761 

1 3

Hu, K., Qi, K., Yang, S., et  al. (2018a). Identifying the “Ghost City” of domain topics in a keyword 
semantic space combining citations. Scientometrics, 114, 1141–1157.

Hu, K., Wu, H., Qi, K., Yu, J., Yang, S., et al. (2018b). A domain keyword analysis approach extend-
ing Term Frequency-Keyword Active Index with Google Word2Vec model. Scientometrics, 114(3), 
1031–1068.

Hu, W., Wu, L., Jian, M., Chen, Y., & Yu, H. (2021). Cosine metric supervised deep hashing with bal-
anced similarity. Neurocomputing, 448, 94–105.

Huang, Y., Glänzel, W., & Zhang, L. (2021). Tracing the development of mapping knowledge domains. 
Scientometrics, 126(7), 6201–6224.

Huang, L., et al. (2021b). Tracking the dynamics of co-word networks for emerging topic identification. 
Technological Forecasting and Social Change, 170, 120944.

Huang, M. H., & Chang, Y. W. (2012). A comparative study of interdisciplinary changes between infor-
mation science and library science. Scientometrics, 91(3), 789–803.

Huang, X. Y., & Ying, J. B. (2020). Research on the training mode of compound innovative postgradu-
ates based on interdisciplinary integration: Taking Human Geography as an example. Education 
Modernization, 7(34), 20–24.

Huang, Y., Zhang, L., Sun, B. B., Wang, Z. N., & Zhu, D. H. (2019). Interdisciplinarity measurement: 
External knowledge integration, internal information convergence and research activity pattern. 
Studies in Science of Science, 37(1), 25–35.

Isler, Y., & Kuntalp, M. (2010). Heart rate normalization in the analysis of heart rate variability in con-
gestive heart failure. Proceedings of the Institution of Mechanical Engineers Part H Journal of 
Engineering in Medicine, 224(3), 453.

Jaccard, P. (1901). Etude comparative de la distribution florale dans une portion des Alpes et du Jura. 
Bulletin de la Soci´et´e Vaudoise des Sciences Naturelles, 37(1), 547–579.

Karunan, K., Lathabai, H. H., & Prabhakaran, T. (2017). Discovering interdisciplinary interactions between 
two research fields using citation networks. Scientometrics, 113, 335–367.

Ke, Q. (2019). Identifying translational science through embeddings of controlled vocabularies. Journal 
of the American Medical Informatics Association, 26(6), 516–523.

Kim, M., Baek, I., & Song, M. (2018). Topic diffusion analysis of a weighted citation network in bio-
medical literature. Journal of the American Society for Information Science and Technology, 69(2), 
329–342.

Kim, S. K., & Oh, J. (2018). Information science techniques for investigating research areas: A case 
study in telecommunications policy. The Journal of Supercomputing, 74(12), 6691–6718.

Langer, M., et  al. (2021). What do we want from Explainable Artificial Intelligence (XAI)? A stake-
holder perspective on XAI and a conceptual model guiding interdisciplinary XAI research. Artifi-
cial Intelligence, 296, 103473.

Le, T. T. N., & Phuong, T. V. X. (2020). Privacy preserving jaccard similarity by cloud-assisted for clas-
sification. Wireless Personal Communications, 112(3), 1875–1892.

Lee, C., Garbett, A., Wang, J., Hu, B., & Jackson, D. (2019). Weaving the Topics of CHI: Using citation 
network analysis to explore emerging trends. In Extended Abstracts of the 2019 CHI Conference 
(pp 1–6).

Levy, O., & Goldberg, Y. (2014). Neural word embedding as implicit matrix factorization. In Advances 
in Neural Information Processing Systems (pp. 2177–2185).

Leydesdorff, L. (2008). On the normalization and visualization of author co-citation data salton’s cosine 
versus the jaccard index. Journal of the American Society for Information Science & Technology, 
59(1), 77–85.

Leydesdorff, L., & Rafols, I. (2011). Indicators of the interdisciplinarity of journals: Diversity, central-
ity, and citations. Journal of Informetrics, 5(1), 87–100.

Leydesdorff, L., & Ivanova, I. (2020). The measurement of “interdisciplinarity” and “synergy” in sci-
entific and extra-scientific collaborations. Journal of the Association for Information Science and 
Technology, 72(4), 387–402.

Lin, L., Li, X., Chao, L., Zhao, S., & University, Q. N. (2017). Research on trade dynamic impact and dif-
fusion model of cross disciplinary knowledge: a case study of library and information science and 
management. Journal of Intelligence, 36(2), 182–186+158.

Liu, Y. M., Yang, L., & Chen, M. (2021). A new citation concept: Triangular citation in the literature. Jour-
nal of Informetrics, 15(2), 1751–1777.

Loureiro, S. M. C., Guerreiro, J., & Ali, F. (2020). 20 years of research on virtual reality and augmented 
reality in tourism context: A text-mining approach. Tourism Management, 77, 104028.



6760 Scientometrics (2022) 127:6733–6761

1 3

Lu, K., & Wolfram, D. (2012). Measuring author research relatedness: A comparison of word-based, topic-
based, and author cocitation approaches. Journal of the American Society for Information Science and 
Technology, 63(10), 1973–1986.

Lu, W., Li, X., Liu, Z., & Cheng, Q. (2019). How do author-selected keywords function semantically in sci-
entific manuscripts? Knowledge Organization, 46(6), 403–418.

Ma, R., Yan, X., & Shen, N. (2019). Direct measurement of the degree of interdisciplinarity. Journal of the 
China Society for Scientific and Technical Information, 38(7), 688–696.

Mikolov, T. (2013). Distributed Representations of Words and Phrases and their Compositionality. Advances 
in Neural Information Processing Systems, 26, 3111–3119.

Academies, N. (2005). Facilitating interdisciplinary research. National Academies Press.
Nichols, L. (2014). A topic model approach to measuring interdisciplinarity at the National Science Founda-

tion. Scientometrics, 100, 741–754.
Mugabushaka, A. M., Kyriakou, A., & Papazoglou, T. (2016). Bibliometric indicators of interdisciplinarity: 

The potential of the Leinster-Cobbold diversity indices to study disciplinary diversity. Scientometrics, 
107, 593–607.

Onan, A. (2019). Two-stage topic extraction model for bibliometric data analysis based on word embed-
dings and clustering. IEEE Access, 7, 145614–145633.

Ozkaya, I. (2020). The behavioral science of software engineering and human-machine teaming. IEEE Soft-
ware, 37(6), 3–6. 

Pan, J. F., Zhang, X. L., & Wang, X. M. (2013). Mapping science structure 2012 (pp. 13–18). Science Press.
Pierce, S. J. (2012). Boundary crossing in research literatures as a means of interdisciplinary information 

transfer. Journal of the American Society for Information Science, 50(3), 271–279.
Rafols, I., & Meyer, M. (2009). Diversity and network coherence as indicators of interdisciplinarity: Case 

studies in bionanoscience. Scientometrics, 82(2), 263–287.
Raimbault, J. (2019). Exploration of an interdisciplinary scientific landscape. Scientometrics., 119, 617–641.
Salton, G., & McGill, M. J. (1986). Introduction to modern information retrieval. McGrawHill.
Shang, X. L. (2018). Research on interdisciplinary potential topic identification based on LDA: Taking Dig-

ital Library as an example. Information Science, 36(6), 57–62.
Shi, S. (2018). Interdisciplinary knowledge exchange based on CTM: taking information science & library 

science (LIS) and computer information system (CIS) as examples. Information Studies: Theory & 
Application, 41(07), 99–104+71.

Stirling, A. (2007). A general framework for analysing diversity in science, technology and society. SPRU 
Working Paper Series 4(15), 707–719.

Wang, F., & Li, H. (2021). On the use of the maximum entropy method for reliability evaluation involving 
stochastic process modeling. Structural Safety, 88, 102028.

Wang, L., Notten, A., & Surpatean, A. (2013). Interdisciplinarity of nano research fields: A keyword mining 
approach. Scientometrics, 94(3), 877–892.

Wang, X. F., Zhang, S., Liu, Y. Q., Du, J., & Huang, H. (2021). How pharmaceutical innovation evolves: 
The path from science to technological development to marketable drugs. Technological Forecasting 
and Social Change, 167, 120698.

Wang, Y., Liu, Z., & Sun, M. (2015). Incorporating linguistic knowledge for learning distributed word rep-
resentations. PLOS ONE, 10(4), e0118437.

Wang, Z., Ma, L., & Zhang, Y. (2016). A hybrid document feature extraction method using latent dirichlet 
allocation and Word2Vec. In IEEE First International Conference on Data Science in Cyberspace 
(DSC) (pp. 98–103).

Wei, X., & Croft, W. B. (2006). LDA-based document models for ad-hoc retrieval. Proceedings of the 29th 
annual international ACM SIGIR conference on Research and development in information retrieval 
(SIGIR ’06). 6th August to 11st August, 2006 (pp. 178–185). University of Massachusetts Amherst

Xu, J., Ding, Y., Bu, Y., Deng, S., Yu, C., Zou, Y., & Madden, A. (2019). Interdisciplinary scholarly com-
munication: An exploratory study for the field of joint attention. Scientometrics, 119(3), 1597–1619.

Xu, H., Guo, T., Yue, Z., Ru, L., & Fang, S. (2016). Interdisciplinary topics of information science: A study 
based on the terms interdisciplinarity index series. Scientometrics, 106, 583–601.

Xu, S., Chao, L., & Zhang, C. (2017). Measurement of interdisciplinary research from the perspective of 
terminology citation: Six disciplines on PLOS ONE. Journal of the China Society for Scientific and 
Technical Information, 36(8), 809–820.

Yang, L., Han, L., & Liu, N. (2019). A new approach to journal co-citation matrix construction based on the 
number of co-cited articles in journals. Scientometrics, 120(2), 507–517.

Yu, D., Xu, Z., Pedrycz, W., & Wang, W. (2017). Information sciences 1968–2016: A retrospective analysis 
with text mining and bibliometric. Information Sciences, 418–419, 619–634.



6761Scientometrics (2022) 127:6733–6761 

1 3

Zhang, L., Rousseau, R., & Glänzel, W. (2016). Diversity of references as an indicator of the interdiscipli-
narity of journals: Taking similarity between subject fields into account. Journal of the Association for 
Information Science and Technology, 67(5), 1257–1265.

Zhang, Y., Lu, J., Liu, F., Liu, Q., Porter, A., Chen, H., & Zhang, G. (2018). Does deep learning help topic 
extraction? A kernel k-means clustering method with word embedding. Journal of Informetrics, 12(4), 
1099–1117.

Zhang, Y., Porter, A. L., Hu, Z., Guo, Y., & Newman, N. C. (2014). “term clumping” for technical intel-
ligence: A case study on dye-sensitized solar cells. Technological Forecasting and Social Change, 85, 
26–39.

Zhou, Y., Du, J., Liu, Y., et al. (2018). Identifying technology evolution pathways by integrating citation 
network and text mining. Journal of Intelligence, 37(10), 76–81.

Zhou, Y., Du, J., Liu, Y., & Zheng, W. (2019a). Identifying technology evolution pathways by integrating 
citation network and text mining. In 2019a IEEE Technology & Engineering Management Conference 
(TEMSCON).

Zhou, X., Huang, L., Zhang, Y., & Yu, M. (2019b). A hybrid approach to detecting technological recombi-
nation based on text mining and patent network analysis. Scientometrics, 121(2), 699–737.


	Measuring the interdisciplinarity of Information and Library Science interactions using citation analysis and semantic analysis
	Abstract
	Introduction
	Related work
	Measuring interdisciplinary interactions
	Citation analysis
	Topic models
	Word embedding
	Mixed bibliometric methods

	Methodology
	Inputs and data pre-processing
	Citation analysis
	Constructing the citation network
	Calculating the strength of interdisciplinary interactions based on direct citations
	Calculating the strength of interdisciplinary interactions based on bibliographic coupling

	Semantic analysis
	Constructing the discipline-keyword network
	Generating the keyword vector
	Calculating the strength of interdisciplinary interactions based on document content

	Multi-index synthesis
	Empirical study
	Data collection and pre-processing
	Measuring interdisciplinary interactions based on citation analysis
	Measuring interdisciplinary interactions based on document content
	Results analysis
	Validation
	Evaluation with other methods
	Expert evaluation


	Discussion and conclusions
	Technical implications
	Possible applications
	Limitations and future studies

	Acknowledgements 
	References




